
Towards an Automated Approach to Extract and
Compare Fictional Networks: An Initial Evaluation

Marcello Trovati and
James Brady

School of Computing and Mathematics
University of Derby

Kedleston Road, Derby, UK
Email: M.Trovati@derby.ac.uk

Abstract—Within the field of Digital Humanities, fictional
networks are defined by the social interactions among characters,
capturing unique features associated with each different textual
source. The ability to automatically extract, analyse, and assess
such properties would open new research directions, and lead to
relevant and important results. However, these are challenging
tasks which require a multi-disciplinary approach due to their
inherent complexity.
In this paper, we will describe the initial implementation of a
system to address the above. This is part of an ongoing research
investigation aiming to define and implement a similarity measure
to compare specific properties associated with fictional networks
extracted from across different genres and sources, as well as from
different historical periods. The preliminary evaluation clearly
shows the potential of our approach, as well as the applications
to a variety of multi-disciplinary research fields.

I. INTRODUCTION

Characters in literature are involved in a sequence of
interwoven narratives which create a rich tapestry of social in-
teractions. These are known as fictional networks, an emerging
multi-disciplinary area of research which has steadily gained
momentum especially within the domain of Digital Humanities
[8]. In particular, there have been attempts to integrate their
analysis with text mining to automate the process of identifying
and classifying relevant information from literature [2].
There is an extensive set of text mining tools and techniques
which can be applied to this field [1]. However, during our
investigation, we have ascertained that a more agile and
lightweight method is more likely to produce accurate results,
as well as being fully scalable.
In this paper, we will describe some preliminary results which
are part of an ongoing and wider line of inquiry to extract,
investigate, and assess fictional networks and their topology.
In particular, this includes the introduction of a similarity
measure to efficiently and accurately compare texts in terms
of the social interactions between characters. However, this
poses a challenging task as, apart from the extraction of
the characters mutually connected by social interactions, it
is also necessary to classify the type of such relations, both
quantitatively and qualitatively, as well as chronologically.
This paper focuses on the extraction of fictional networks,
which includes an evaluation carried out by analysing “The
Legends Of King Arthur And His Knights” by James Knowles
[6]. This produced interesting results, suggesting new research
directions, and the potential of our approach.

II. BACKGROUND

A. Network theory

Network theory is a branch of graph theory with very broad
applicability. Mathematically speaking, a network G = (V,E)
consists of a set of nodes V = {vi}ni=1 and a set of edges
E = {eij}ni 6=j=0, where elm ∈ E if and only if vl and vm
are connected by an edge. A network is said to be directed if
its edges are not commutative, or in other words, eij 6= eji.
Otherwise, it is said to be undirected.
Despite the simplicity of the above definitions, networks
describe and model complex theoretical and real-world ap-
plications. These include the study of transport, polymers,
economics, particle physics, computer science, sociology, epi-
demiology, linguistics and more [9]. Another notable example
includes the investigation of social networks, where nodes
usually correspond to people, and edges represent a social
interaction between any two of them. In particular, their main
properties are successfully described by network topology,
which in turn, can be used to investigate and predict their
overall behaviour.

B. Natural Language Processing in Digital Humanities

The clear advantage in using any computerised information
extraction from text, is the potentially large set of textual
information that can be processed. However, this is one of the
most challenging tasks in computer science, due to the highly
ambiguous nature of human language. In fact, its interpretation
depends on a huge number of factors which can be difficult to
fully implement on a machine.
Natural Language Processing (NLP) [7], p. 70, is a branch of
computer science which aims to accurately extract, identify and
analyse information and semantic properties from text sources.
Even though there has been steady and successful progress in
addressing the above challenges, NLP research is still very
much expanding to provide further state-of-the-art tools to
improve accuracy, scalability and flexibility. There is extensive
research on the automated extraction of fictional networks from
text, which mainly focuses on the statistical applications of
the co-occurrence of characters. Broadly speaking, this relates
characters if they occur within the same fragments of text (see
the bibliographies in [2], and [10] for more details). However,
one of the main criticisms is that if two characters occur in
the same fragment, it does not necessarily imply that they
are linked in a conclusive way. In [2], a more sophisticated



approach is used. In this case, relationships are identified
whenever two characters are linked by a direct conversation.
On the other hand, grammar based text extraction relies on
a set of rules which identify sentences with a determined
structure. The effectiveness of this approach is fully exploited
when syntactic properties of a sentence are investigated, by
using suitable parsing technology [7], p. 107. In particular, the
syntactic roles of the different phrasal components are essential
in extracting the relevant information, and they can contribute
towards a full understanding of the type of relationship. This
is the approach used in [10] where nouns linked by a verb
are extracted as triplets. However, there is little attempt to
address some important issues, such as collocations and the
identification of the relation types, as well as the improvement
of of grammar-based methods to provide a more accurate
extraction.

III. DESCRIPTION OF OUR APPROACH

As mentioned above, automatically extracting and
analysing a variety of fictional networks from across different
genres and from different historical periods, would open new
research directions within a multitude of disciplines.
As part of our current investigation, we have been designing
a system to address the initial stages of this analysis. Broadly
speaking, it has the following feature

• The text analysis is based on the Stanford parser
technology, including its Named Entity Recognition
(NER), co-reference and anaphora resolution tools
[3].

• Two dictionaries were manually constructed. The for-
mer contains common fictional characters with their
different spellings to ensure they would be identified
correctly. The latter includes sets of verbs divided
into hostile and friendly ones, which were manually
identified from the data set introduced by Hu and
Liu [4]. Table I shows a small selection of such verbs.
This is used to identify the type of relations, i.e.
friendly vs hostile, between characters.

• Some general collocation issues are addressed, as dis-
cussed in Section III-A. This has proved particularly
efficient when analysing old English texts. In fact, we
noticed that the relation extraction was considerably
improved when utilising the algorithm.

• The relations between characters are extracted via
grammar and co-occurrence based approaches. These
are then categorised according to their type, namely
whether they correspond to a friendly, hostile, or
unknown relation, as described in Section IV.

• Once the relation extraction and classification have
been carried out, a simple aggregation method is used.

In the following sections we will describe the above compo-
nents of the system in detail.

A. Collocation and Character Identification

In [5], a term detection method is introduced, where the
authors discuss some techniques applicable to collocation reso-
lution and in particular character identification. Their approach

TABLE I. A SELECTION OF FRIENDLY AND HOSTILE VERBS
CONTAINED IN THE DICTIONARY AS DESCRIBED IN SECTION III.

Hostile verbs Friendly verbs
kill accommodate
hate admire

injure aid
harm approve
attack approve

annihilate cherish
asphyxiate cooperate
assassinate collaborate

crucify cuddle
drown esteem

eradicate fondle
erase glorify

execute idolise
exterminate kiss

extirpate love

is based on the use of specific patterns as shown in Table
II, which produces accurate results. In this paper, we have

TABLE II. TEXT PATTERNS FOR TERM EXTRACTION AS IN [5].

Tag Pattern Example
Adj Noun linear function

Noun Noun regression coefficients
Adj Adj Noun Gaussian random variable

Adj Noun Noun cumulative distribution function
Noun Adj Noun mean squared error

Noun Noun Noun class probability function
Noun Prep Noun degrees of freedom

used a similar approach, yet specifically designed for the
identification of fictional characters, in order to specifically
address characters’ collocations in old English corpora. In fact,
the use of text patterns, along with the NER technology offered
by the Stanford Parser, has shown to accurately determine the
main characters in the fictional literature we have analysed.
More specifically, we defined the following cases:

1) title + prep + (adj+) noun will be identified
as a character if
• title specifies someone’s position, e.g.

“King”, “Sir”, “Dame”, etc.
• prep is one preposition, such as “of” as

well as a determinant, such as “the”, or a
combination of more than one preposition

• adj is an optional adjective
• noun refers to a geographical area (e.g. Ire-

land), or people (e.g. Jews), so that “King of
Scotland”, “King of the Jews”, “priest from
Ireland” are successfully identified.

2) title + noun will also be identified as a character
if
• title specifies someone’s position, as above
• noun refers to a proper noun, so that “King

Death”, is successfully identified.
3) Groups of words indicating possession, i.e. adj +

name_1’s + adj + name_2, where
• name_1 and name_2 are nouns referring to

persons, e.g. “Paul’s wife”
• adj is an adjective. So “King’s great servant”

would be recognised as unique entities.



This approach has been shown to produce good results even
though this has only been tested on Old English texts. We are
planning to expand and improve this method to incorporate the
relevant linguistic and algorithmic properties.

B. Relation Extraction

At this stage, the relation extraction was based on both
grammar and co-occurrence based approaches.
Grammar based methods refer to the model describing the pro-
cess of generating structured sentences within human language
[7]. This structure is described via the part-of-speech (POS)
tagging which labels words according to their definition and
their relationships with related words in a phrase. A useful
feature provided by the majority of parsers is the capability
of identifying the “tree structure of sentences”. In fact, the
syntactic role of words naturally create a hierarchical tree
structure which can be used to identify fragments which exhibit
a specific structure. This is usually carried out via text patterns.
As the name suggests, they aim to capture sentences that
contain particular syntactic patterns. There is a huge range of
possible text patterns to address most of the requirements of
data extraction. However, defining effective text patterns is a
lengthy process where often, a trial and error approach is used.
In this paper, we focused on text patterns with a subject-verb-
object structure, or triplets [10], which are often described
as

<NP1, verb, NP2>

where NP1 and NP2 are the noun phrases, and verb is the
linking verb. As we are interested in extracting characters’
names contained in the noun phrases, these need to be further
analysed to isolate the correct names. There are clearly a
variety of limitations with this simple type of extraction since
only sentences with this particular structure can be identified,
which can potentially affect the overall extraction output.
However, natural languages are ambiguous by nature since
words may refer to more than a single meaning depending on
the context. Therefore, POS tagging is typically a hard problem
whose accuracy depends on the complexity of the syntactic and
semantic structure of a text fragment. In fact, disambiguation
techniques are at the heart of NLP research [7]. In particular,
the efficiency of the above text pattern depends on the type of
text analysed, as well as on its semantic and lexical properties.
As a consequence, couples consisting of co-occurring charac-
ters within text fragments have also been analysed so that the
overall extraction could be improved. However, in order to
minimise any potential inaccuracy, we defined the following
algorithm.

Relation Extraction Algorithm.

Let WP be the set of words in the text recognised as persons,
WG be the set of couples (wi, wj) such that wi and wj are
characters extracted via grammar based rules, and WF be the
output list of the algorithm.

1: Let WF := WG. In other words, WF is first defined to
have the same elements as WG.

2: for all (wi, wj), such that wi and wj ∈WP , i 6= j do
3: if (wi, wj) ∈WF then
4: discard the couple.

5: else
6: if there exists wk ∈ WP , such that (wi, wk) ∈ WF ,

and (wk, wj) ∈WF , (wi, wj) 6∈WF then
7: add (wi, wj) to WF .
8: end if
9: end if

10: end for
11: return WF

Figure 1 depicts the general process described in this section.

Fig. 1. An overview of the process described in Section III-B.

Note that at this stage, all the couples are commutative, that
is (wi, wj) = (wj , wi). In other words, fictional networks are
undirected. In fact, determining the direction of a relation via
text extraction, implies a much deeper and complex linguistic
analysis, which goes beyond the scope of this paper.
Finally, the relations extracted consist of triples of the form

(char_1, char_2, type)

where the first two entries correspond to the pair of fictional
characters linked by the relation, and the last one specifies
its type, which depends on the nature of the linking verb as
discussed above, or whether they have been isolated via the
co-occurrence algorithm, as described in Section IV.
Furthermore, in the case of sentences where more characters
are linked by a verb, we assume that they are mutually
linked to each other. We acknowledge that this approach is
reductive since it does not distinguish between conjunctions
and disjunctions, and we are aiming to address this further in
future research.

IV. IDENTIFICATION OF THE RELATION TYPES

Another aim of our research is to fully identify and assess
the types of relationships between characters. At this stage, we
have made the following assumptions:

• Dynamical nature of types. Any relation can change
and evolve into a different type over time.

• Non-commutativity of types. A relation between two
individual is, in general, non-commutative. Therefore,
it would be intuitive to consider the network generated



by the relations classified according to their types, as
a directed one. However, this would create a variety
of critical challenges as mentioned above. We aim to
expand this topic in future research.

As discussed above, the analysis of each fragment is
carried out producing sets of triples corresponding to the two
characters linked by a relationship, and its type. They can be

• Friendly or hostile, depending on the nature of the
linking verb, and

• Unknown, if the relation fails to be categorised.

All the triples are then aggregated according to the following
algorithm.

Type Aggregation Algorithm.

1: Remove any relation that has not been recognised as either
friendly or hostile (i.e. unknown), and group the remaining
ones into a set L.

2: Let l1, . . . , lj be its (disjoint) subgroups whose elements
are the triples referring to the same two characters. Clearly,
j⋃

i=1

li = L, and
j∑

i=1

|li| = |L|, where | · | refers to the

cardinality of a set.
3: for all li, 1 ≤ i ≤ j do
4: assign the most frequently occurring type to the relation

between the two characters.
5: end for

For example, for a relation between two characters that
appears with a higher number of friendly types than hostile
ones, then assume it is of friendly type. Note that, a full
type aggregation, would also require a chronological sorting to
assess the evolving of each relation. However, this is typically
hard as implicit semantic information is needed to be fully
analysed [12]. In future research, we are aiming to carry out
a thorough investigation of this particular issue.

V. EVALUATION

A formal evaluation was carried out on the first volume of
the James Knowles’ “The Legends Of King Arthur And His
Knights” [6]. Once the automated extraction had been carried
out, it was compared with the manually extracted relations
from the same text for validation purposes. Note that the
manual extraction output consisted of couples of characters
linked by a relation and its type, to make it consistent with
the output of our system. This produced a precision of 89%
and the recall of 68%.
Furthermore, 55% of the (automatically) correctly extracted re-
lations also had a correct type. Interestingly, we also evaluated
a different basic aggregation method based on just considering
the type of the last instance of a relation. This follows the
assumption that this is likely to be the most recent (and so
a definitive) type of relation. In such case, only 41% of the
(automatically) correctly extracted relations had the correct
type, suggesting that it might not be a feasible approach. As
discussed in Sections III and IV, we only used a relatively
limited set of dictionaries and text patterns. Therefore, the
recall is understandably affected. On the other hand, the

efficiency of the implementation of our system is shown by
the high value of precision. As far as the relation types are
concerned, considering the nature of the linking verb, only
captures a limited set of possible types, which is reflected by
the relatively low level of correct type extraction. In fact, most
of the types wrongly classified were identified as unknown.
The evaluation of the topology of the fictional network was
also carried out as shown in Table III. In particular, the network
automatically extracted has an increased average degree and
clustering coefficient with respect to the manually extracted
one, clearly suggesting that the extracted characters cluster
together more than they should, with an average path length
reduced by 9%.

TABLE III. THE EVALUATION OF THE TOPOLOGY OF THE FICTIONAL
NETWORK AS DESCRIBED IN SECTION V

Original Extracted
No. vertices 283 298
No. edges 1238 1417
Average 8.53 9.22
Degree

Average Path 1.98 2.07
Length

VI. DISCUSSION

Although the idea of automatically mine literature for
relevant information is certainly not new, our approach is
specifically designed to describe some crucial mathematical
issues related to network analysis [9], [11]. As discussed
above, our main motivation is based on the fact that the
full description of network topology requires a variety of
information, including the full identification of nodes, as well
as the classification of the types of the edges between them.
This would allow the identification of a variety of important
aspects, including

• Clustering properties,

• General dynamical properties,

• Identification of general topological features, such as
scale-free and small-world behaviour, applicable to
both the whole corresponding network, and its sub-
components [11].

The method introduced in this paper is an important part of the
development of an agile method to assess similarity between
fictional network, based on the dynamical and topological
properties of fictional networks. Two different characters, not
necessarily from the same novel, can be compared via the
features exhibited by the corresponding networks, and their
sub-components. However, this can become easily demanding
from a computational point of view due to the complexity,
and size of fictional networks [2], [8]. The preliminary design
and implementation of our approach show promising results in
terms of scalability, robustness, and computational efficiency.
This will be the focus of a future paper submission.

VII. CONCLUSION

In this paper, we have introduced and discussed the initial
steps of a system which automatically extracts, assesses and



analyses fictional networks extracted from text. Our prelim-
inary evaluation shows promising results even though some
components of the system still have limited capabilities. This
clearly shows the potential of this approach and in order to
further improve its performance, we aim to carry out the
following:

• Improve and extend the text analysis to extract a wider
set of relations.

• Fully address the identification of the type of relations,
including their direction, to allow a more accurate
assessment.

• Carry out a full investigation of the relation aggre-
gation to incorporate all the relevant linguistic and
dynamical properties.

As mentioned above, the system introduced in this paper is
part of a wider line of inquiry focusing on the definition, iden-
tification, and evaluation of a similarity measure to compare
fictional networks. In fact, being able to identify characters
that exhibit the same topological properties, would enable
the investigation of similarities between fictional networks
associated with different text corpora, and open a multitude
of new research directions and outcomes.
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