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Abstract—This work exploits the use of Triadic Concept
Analysis (TCA) for document retrieval to efficiently answer users’
queries. The proposed conceptual analysis aims at describing
the documents according to three hierarchical levels with a
triadic computing model. It is based on normalisation and pro-
totyping, which, by projection, induce a formal dyadic context.
This representation has enabled us to visualize triadic concepts
associated with the documents, sentences and words through the
construction of fuzzy concept lattice. The lattices generated are
then used to organize documents in a hierarchical structure to
facilitate retrieval process.

Keywords-Document Retrieval, Triadic Concepts Analysis, Co-
similarities, Galois lattice, Fuzzy clustering.

I. INTRODUCTION

Document Retrieval (DR) results in a list of documents
ordered according to relevance. However, the number of
documents is so big that the users often cannot consult them
all. Some relevant documents may thus be ignored because
they have been badly positioned. This calls for a representation
technique that exploits document semantics in order to make
the results more explicit and to direct the browsing within the
collection of documents.

To overcome this problem, several proposed approaches
use the query representation, the similarity measure, or the
representation of documents [1]. In [2], the results of a search
session is gradually refined using the user’s judgments of
relevance. The Galois Lattice, the core of Formal Concept
Analysis (FCA) [3], can be used as a basis for conceptual
data structuring [4]. It is generated from the relation between
documents and terms. This structure supports a conceptual
analysis and allows the user to widen or to specify his query
as concerns the subsets of documents and terms presented in
the lattice.

Despite of the efficiency proved by FCA in the field of
Information Retrieval (IR) [5], few approaches have been
exploited this theory to deal with DR [6], [7], [8], [9].

Classically documents are represented as bags of words to
which are assigned weights measuring their importance in the
text (binary weight, frequency...). In this case, the search is
done on this set of weighted words [10].

Recently, a model based on triadic document co-similarities
has been proposed [11]. It extends the classic systems by
representing documents as sets of sentences and words. This

allows an increase in the level of relevance of the documents
as to sentences and words.

The present work is a natural follow-up which leads us to
apply a triadic model to DR. This conceptual analysis aims at
describing documents according to two levels (sentences and
word) corresponding to the computing model of triadic co-
similarities. This approach is mainly based on a projection step
which leads into a formal dyadic context. The transformation
of a fuzzy many-valued concepts associated to documents,
sentences and words into a dyadic one allow the visualization
and the DR throw fuzzy concept lattice .

This paper is organized as follows: in section II, we present
how computes triadic document co-similarities. In section III,
we present our conceptual document retrieval model. It gives
a formal description of the proposed model based on fuzzy
triadic co-similarities of many-valued attributes. Section IV
concludes the paper and mentions some future work.

II. TRI-PARTITE COMPUTING OF DOCUMENT
CO-SIMILARITIES

In [11], a new tripartite computing model for document
similarity is proposed. It is used to measure adherence in
the context of documents classification and allows to simul-
taneously compute co-similarity matrices between documents,
denoted by D̃2, sentences, denoted by S̃2, and words, denoted
by W̃2. Each of the three matrices is built based on the two
others. This model stems from the idea that the document
clustering should be based not only on text analysis as a set
of words, but also as a set of sentences.

However, sentences have a strong descriptive power com-
pared to simple words. Thus, the document can be divided
into a set of sentences, each of which is divided into a set
of words. This model combines the fuzzy sets [12] in the
document pre-processing step in order to determine more
relevant memberships.

From D = {D1, D2, ..., Di} (i = 1..I) a set of I
documents, S = {S1, S2, ..., Sj} (j = 1..J) a set of J
sentences and W = {W1,W2, ...,Wk} (k = 1..K) a set of
K words, we determine SD = [SD]ji (i = 1..I, j = 1..J)
similarity matrices which represents respectively to the number
of occurrences of the jth (j = 1..J) sentence with the ith



(i = 1..I) document and the kth (k = 1..K) word by the jth

(j = 1..J) sentence.
After the fuzzification step, we obtain the matrices S̃Di =

[µ]ji (i = 1..I, j = 1..J) and W̃Sj = [µ]kj (k = 1..K, j =
1..J) which correspond respectively to fuzzy similarities of
Sentences × Documents and Words × Sentences. It is on
the basis of these fuzzy matrices that we will compute co-
similarity between Documents × Documents D̃2 = [δ]lm (l =
1..I, m = 1..I) (resp. Sentences × Sentences S̃2 = [α]lm
(l = 1..J, m = 1..J) and Words × Words W̃2 = [ω]lm
(l = 1..K, m = 1..K)). The elements of the matrices are
given as follows [11]:

δ
{t}
l,m

=

J∑
i=1

J∑
j=1

min(µil, µjm) ∗ αS̃2
{t−1}

ij (1)

α
{t}
l,m

= Min[
∑I

i=1

∑I

j=1
min(µil, µjm)δD̃2

{t−1}

ij

K∑
i=1

K∑
j=1

min(µil, µjm)ωW̃2
{t−1}

ij ] (2)

ω
{t}
l,m

=

J∑
i=1

J∑
j=1

min(µil, µjm) ∗ αS̃2
{t−1}

ij (3)

III. DOCUMENT RETRIEVAL BASED ON CONCEPTUAL
TRIADIC CO-SIMILARITIES

In this work, we focus on organizing, in a Galois lattice,
documents having a common themes. The resulting lattice pro-
vides indications of proximity or remoteness of the thematic
elements of a corpus.

To study the interaction between documents that address
a theme, it is possible to construct the Galois lattice of the
relation between the document and the treated theme. This
structure is used to organize data in a lattice presented in the
form of a table modeling a binary relation between objects
and properties.

This problem is also known and studied as an analysis of
formal concepts [13]. This analysis lead us to manage a two-
dimensional array keywords/documents where concepts are
given as pairs ({Extension}, {Intension}). This assumes
that a document is decomposed into a set of keywords.

However, it turns out that the choice of keywords is less
relevant than that of sentences. A sentence of a document is
defined as an ordered sequence of one or more words [14].

In [15], an extraction and identification of significant sen-
tences in the statistical processing of natural language was
proposed.

The aim of this work is to exploit the formal representations
of concepts, frequently used in a dyadic context, and adapt
them to the representation of concepts according to the triadic
model proposed in [11]. Researchers have examined the triadic
aspect of data representation for classification [4] or for auto-
completion of a [16].

The steps of our approach are as follows:

1) Computing triadic document co-similarities : this allows
obtaining three co-similarity matrices between docu-
ments D̃2, sentences S̃2 and words W̃2;

2) Prototyping and normalization of data : while basing
on the results from the computing of fuzzy triadic co-
similarities, this step is based on applying a clustering
algorithm to documents, sentences and words. Following
the clustering, we proceed with standardization and
prototyping to obtain a representation that lends itself
to the analysis of triadic concepts;

3) Document retrieval: this is the ultimate goal of our
approach. Indeed, the two preceding steps have led to the
construction of triadic contexts. These are now exploited
to perform a document retrieval through incremental
algorithms of construction of Galois lattices [4].

Figure 1 shows an overview of the triadic analysis of
documents.

A. Normalization and prototyping

This is a pretreatment preceding the clustering step. Figure
2 presents the various steps of computing the triadic corre-
spondence between documents, sentences and words.

Fig. 2. Normalization and prototyping.

Indeed, the matrices obtained after the application of the
triadic similarity computing model, it is possible to apply
any clustering algorithm such as Fuzzy C-Means (FCM)
[17]. It is based on the optimization of a quadratic criterion
which generate, while using the co-similarity matrix S̃2, a
membership matrix U = [α̃j,p] (j = 1..J, p = 1..S). Each
element of this matrix denotes the membership degree of the
jth sentence in the mth cluster.

The centers of the obtained clusters are represented as
follows:

Cs = {Cs1 , .., CsS} =

 ν1s
...

νSs

(4)



Fig. 1. Overview of the triadic analysis of documents.

The correspondence between the documents and the centers
of the obtained clusters from sentences is determined on
the basis of the S̃D matrix merged by the center Cs. The
correspondence matrix between Documents and Sentences,
denoted by CsD = [λp,i] with (p = 1..S, i = 1..I), expresses
the correspondence degree between the pth sentence and the
ith document.

The correspondence between the pth sentence and the ith

document is given as follows:

λp,i =

J∑
j=1

µi,j ∗ νps (5)

The clustering performed on sentences will also be per-
formed on words. In effect, FCM is applied to the co-similarity
matrix W̃2 in order to obtain the membership matrix U =
[ω̃k,n] (k = 1..K, n = 1..W ). It expresses the membership
degrees of the kth word in the nth cluster.

The centers of the obtained clusters are represented by :

Cw = {Cw1 , .., CwW } =

 ν1w
...

νWw

(6)

B. Fuzzy TCA

Fuzzy clustering methods allow documents to belong si-
multaneously to several clusters with different membership
degrees. According to [18], a triadic context is a triple
K = (E, I, C, Y ), where E, I and C are sets, and Y is a
ternary relationship between E, I and C.

For the generation of the fuzzy triadic context, we propose
to connect the documents with clusters by means of a relation
representing the membership degrees of each document to
other clusters.

Definition 1 (Fuzzy triadic context): A fuzzy triadic context
is a quadruplet Q̃ = (D,S,W, Y = θ(D,S,W )) where D =
{di : i = 1, .., I} is the set of documents, S = {νps : p =
1, .., S} and W = {νnw : n = 1, ..,W} are respectively the sets

of obtained clusters of words and sentences. Y is a fuzzy set of
the domain D×S×W . Each fuzzy relation (di, ν

p
s , ν

n
w) ∈ Y

has a membership degree (di, ν
p
s , ν

n
s ) in [0, 1].

Definition 2 (Fuzzy triadic concept): A fuzzy triadic concept
of a triadic context Q̃ = (D,S,W, Y = θ(D,S,W )) is a
triple (U, T,R) where U ⊆ D, T ⊆ S, and R ⊆ W with
U × T × R ⊆ Y . For U1 ⊆ U , T1 ⊆ T and R1 ⊆ R with
U1 × T1 × R1 ⊆ Y , the inclusions U ⊆ U1, T ⊆ T1, and
R ⊆ R1 imply that (U, T,R) = (U1, T1, R1).

Note that for a fuzzy triadic concept (tri-concept) (U, T,R)
U,R and T are respectively called Extension, Intention, and
Modus of the tri-concept (U, T,R). In the light of these
definitions, Q̃ = (D,S,W, Y ) is the quadruplet describing
the fuzzy triadic context with D the set of documents, S the
set of sentences’ clusters and W the set of words’ clusters. Y
is a ternary relation between D, S and W , which by a fuzzy
weighting, reflects the fact that words belong to sentences that
make up the documents.

Table I describes the triadic context where each θip,n rep-
resents a triadic relationship between a document belonging
to D, a sentence cluster belonging to S and a word cluster
belonging to W .

The fuzzy weight θip,n is given by :

θip,n = (

J∑
j=1

(

K∑
k=1

µk,j ∗ νnw)) ∗ λp,i (7)

Definition 3 (Fuzzy triadic concepts lattice): The fuzzy
triadic concept lattice of a fuzzy triadic context Q̃ =
(D,S,W, Y = θ(D,S,W )) is a set of all fuzzy formal
concepts of Q̃ with a partial order ≤.

Several studies have examined the research approaches on
triadic analysis concepts. In [19], the input data, represented
as a formal triadic context, are transformed into a dyadic
one. Then, a Galois lattice is built in correspondence with the
generated dyadic concepts. We denote by Y 1 the projection
of Y on S × W . (d1, s1, w1) is a fuzzy triadic concept of
a fuzzy triadic context Q̃. (d1, x) is a fuzzy dyadic concept



TABLE I
FUZZY TRIADIC CONTEXT.

Cs1 Cs2 ... CsS
Cw1 ... CwW Cw1 ... CwW Cw1 ... CwW Cw1 ... CwW

d1 θ11,1 ... θ11,W θ12,1 ... θ12,W ... ... ... θ1S,1 ... θ1S,W
d2 θ21,1 ... ... θ22,1 ... ... ... ... ... ... ... ...
... ... ... ... ... ... ... ... ... ... ... ... ...
dI θI1,1 ... θI1,W θI2,1 ... θI2,W ... ... ... ... ... θIS,W

where d1 ⊆ D and x ⊆ S ×W . S ×W can be restricted to
combinations of s1 and w1.

A projection transforms all of its objects to obtain a formal
dyadic context equivalent Q̃1 = (D,S×W,Y 1). In table II, we
present a simplified example of fuzzy triadic context resulting
from the projection step. It shows a set of 4 documents
according to Cww

ss ∈ {S ×W} (p = {1..3}, n = {1..4}).
To reduce this fuzzy context, an α-Cut can be applied to

eliminate relationships with low memberships. This threshold
may be determined as the reverse of the number of the
generated words’ clusters. The α-Cut is given as follows :

α− Cut(U) = C−1
w (8)

The reduced fuzzy triadic context is presented in Table III.
It then becomes possible to build a Galois lattice from

the reduced fuzzy triadic context. The computing approach
adopted is presented in [20]. As presented in Figure 3, a lattice
is generated from data shown in Table III.

Fig. 3. Fuzzy triadic lattice.

Extensions and intensions of the concepts illustrated in
Figure 3 are detailed in Table IV.

C. Document retrieval

Once the lattice constructed, the search for relevant doc-
uments can start according the retrieval process proposed in
[21]. For this, we define a query concept Q = (QA, QB)
where QA is the name for an extension sought and QB the set
of clusters describing the properties of sentences’ and words’
clusters. All QB of clusters can be determined by seeking
membership of introduced words or their synonyms, via a
search engine or other systems, with several clusters of the

TABLE IV
DETAILED FUZZY TRIADIC CONCEPTS.

Node Concept
(a) ({d(0.27)1 , d

(0.25)
2 , d

(0.25)
3 , d

(0.48)
4 }, {Cw2

s1
, Cw4

s1
, Cw2

s2
, Cw4

s2
})

(b) ({d(0.25)2 , d
(0.25)
3 , d

(0.43)
4 }, {Cw2

s1
, Cw4

s1
, Cw2

s2
, Cw4

s2
, Cw2

s3
})

(c) ({d(0.27)1 , d
(0.25)
2 , d

(0.48)
4 }, {Cw2

s1
, Cw4

s1
, Cw2

s2
, Cw4

s2
, Cw1

s3
})

(d) ({d(0.27)1 , d
(0.25)
2 , d

(0.25)
3 }, {Cw2

s1
, Cw4

s1
, Cw1

s2
, Cw2

s2
, Cw4

s2
,

Cw1

s1
})

(e) ({d(0.25)2 , d
(0.43)
4 }, {Cw2

s1
, Cw4

s1
, Cw2

s2
, Cw4

s2
, Cw1

s3
, Cw2

s3
})

(f) ({d(0.25)2 , d
(0.25)
3 }, {Cw2

s1
, Cw4

s1
, Cw1

s2
, Cw2

s2
, Cw4

s2
, Cw2

s3
, Cw4

s3
,

Cw1

s1
})

(g) ({d(0.27)1 , d
(0.25)
2 }, {Cw2

s1
, Cw4

s1
, Cw1

s2
, Cw2

s2
, Cw4

s2
, Cw1

s3
, Cw1

s1
})

(h) ({d(0.27)1 , d
(0.25)
3 }, {Cw2

s1
, Cw4

s1
, Cw1

s2
, Cw2

s2
, Cw4

s2
, Cw3

s3
, Cw1

s1
})

(i) ({d(0.31)4 }, {Cw2

s1
, Cw3

s1
, Cw4

s1
, Cw2

s2
, Cw4

s2
, Cw1

s3
, Cw2

s3
})

(j) ({d(0.25)2 }, {Cw1

s1
, Cw2

s1
, Cw4

s1
, Cw1

s2
, Cw2

s2
, Cw4

s2
, Cw1

s3
, Cw2

s3
,

Cw4

s3
})

(k) ({d(0.25)3 }, {Cw1

s1
, Cw2

s1
, Cw4

s1
, Cw1

s2
, Cw2

s2
, Cw4

s2
, Cw2

s3
, Cw3

s3
,

Cw4

s3
})

(l) ({d(0.27)1 }, {Cw1

s1
, Cw2

s1
, Cw4

s1
, Cw1

s2
, Cw2

s2
, Cw4

s2
, Cw1

s3
, Cw3

s3
})

(m) ({∅}, {Cw1

s1
, Cw2

s1
, Cw3

s1
, Cw4

s1
, Cw1

s2
, Cw2

s2
, Cw3

s2
, Cw4

s2
, Cw1

s3
,

Cw2

s3
, Cw3

s3
, Cw4

s3
})

triadic context. Once this concept is built, its insertion into
the lattice can begin in order to search relevant documents
following the incremental Lattice construction of Godin [21].

Definition 4 (Relevant document): A document d is relevant
to a given query Q = (QA, QB) if and only if d is character-
ized by at least one of the clusters QB .

This definition of relevance is the basis of the incremental
construction process of Godin. The obtained lattice corre-
sponding to the query concept, denoted by Tf⊕ = (C≤f ⊕Q)
where C≤ ⊕ Q, represents the new set of resulting concepts
from the insertion of the query in Tf .

We consider all nodes in the initial lattice Tf , the insertion
of the query concept Q follows the following rules :

1) The generating concept of a new pair is a son concept
of this new pair;

2) The sons’ concepts of former concepts do not change;
3) The generator is also the only old pair who becomes son

of a new pair;
4) A new pair may have a son but that is also a new concept

.



TABLE II
EXAMPLE OF A FUZZY TRIADIC CONTEXT.

Cw1
s1 Cw2

s1 Cw3
s1 Cw4

s1 Cw1
s2 Cw2

s2 Cw3
s2 Cw4

s2 Cw1
s3 Cw2

s3 Cw3
s3 Cw4

s3
d1 0.66 0.31 0.09 0.41 0.61 0.27 0.10 0.29 0.33 0.05 0.42 0.04
d2 0.68 0.29 0.08 0.44 0.63 0.25 0.12 0.38 0.29 0.67 0.07 0.33
d3 0.71 0.27 0.10 0.50 0.66 0.25 0.12 0.45 0.12 0.39 0.86 0.46
d4 0.19 0.58 0.31 0.48 0.12 0.64 0.20 0.58 0.63 0.43 0.21 0.17

TABLE III
REDUCED FUZZY TRIADIC CONTEXT.

Cw1
s1 Cw2

s1 Cw3
s1 Cw4

s1 Cw1
s2 Cw2

s2 Cw3
s2 Cw4

s2 Cw1
s3 Cw2

s3 Cw3
s3 Cw4

s3
d1 0.66 0.31 - 0.41 0.61 0.27 - 0.29 0.33 - 0.42 -
d2 0.68 0.29 - 0.44 0.63 0.25 - 0.38 0.29 0.67 - 0.33
d3 0.71 0.27 - 0.50 0.66 0.25 - 0.45 - 0.39 0.86 0.46
d4 - 0.58 0.31 0.48 - 0.64 - 0.58 0.63 0.43 - -

The lattice is initialized with the element (∅, ∅). Extensions
(D) and Intensions (S × W ) are updated as soon as new
documents are added. If we assume that D and S×W contain
all elements with an empty relation Y 1, the lattice is initialized
with the two elements (D, ∅) and (∅, S ×W ). The goal is to
generate Tf⊕ = (C≤f ⊕Q) from Tf⊕ = (C≤f ).

Given a query Q = (QA, QB), all relevant documents are
in Q and extending its upper bounds in the lattice, since the
intent of each of these concepts is included in QB (the concept
query intension).

IV. CONCLUSION

In this paper, we proposed a new approach, exploiting
the TCA theory and processing textual corpora in a triadic
form. Fuzzy logic is used to manage uncertainty. This triadic
conceptual analysis enables us to obtain a triadic context that
can be used to construct a Galois lattice. A projection has been
implemented to transform the triadic context into a dyadic one.
The lattices generated are then used to organize documents in
a hierarchical structure to facilitate retrieval process.

The purpose of this study is to use formal concept represen-
tations, commonly used in a dyadic context, and adapt them to
the context of document representation according to the triadic
model.

We intend to explore the possibility of representing our
fuzzy triadic contexts with nested lattices to exploit them
with more precision the membership of different levels of the
lattice. This opens up on our future work.
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