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Abstract

Blogs have been popular social networking platforms in
recent years. Blog opinion retrieval is one of the key is-
sues that needs to be solved. In this paper, we investigate
if the Condorcet fusion and the weighted Condorcet fusion
can be used for effectiveness improvement of blog opinion
retrieval. The experiments carried out with the data set
from the TREC 2008 Blog track show that the Condorcet
fusion is effective and the weighted Condorcet fusion, with
its weights trained by linear discriminant analysis, is very
effective. Both of them outperform the best component re-
sult by a clear margin.

1 Introduction

Blogs have been popular social networking platforms
[7, 11] in recent years. Blog opinion retrieval is one of the
key issues that needs to be solved. Usually, an opinion re-
trieval system is implemented by enhancing an ordinary in-
formation retrieval system (search engine) with an opinion
finding mechanism, which may rely on a lexicon of sub-
jective words and phrases, gathered from a variety of manu-
ally or automatically built lexical resources. Therefore,blog
opinion retrieval systems are more complicated than con-
ventional information retrieval systems, and many different
kinds of techniques can be used together in any individual
blog opinion retrieval systems. Previous research (e.g., in
[12]) suggests that data fusion is an effective technique for
blog opinion retrieval. However, the data fusion methods
investigated in [12] are score-based methods, which require
that all component retrieval systems (search engines) pro-
vide scores for every document retrieved. This may not al-
ways be possible in real applications. In this paper, we are
going to investigate Condorcet fusion and weighted Con-
dorcet fusion for blog opinion retrieval. Both of them are
ranking-based methods and there is no requirement for scor-
ing information.

2 Condorcet and weighted Condorcet fusion

In recent years, information retrieval has experienced
a prosperous period of research and application on web
search and various kinds of on-line information systems.
Many different models such as the boolean model, the vec-
tor space model, the probabilistic model, and so on, have
been proposed, and many other techniques such as query
expansion, user feedback, using of noun or other types of
phrases, structural analysis, semantic analysis, link anal-
ysis, and so on, are also very commonly used. Because
many of these techniques are competitive, it is possible to
combine results from different retrieval systems or different
components or features in the same individual retrieval sys-
tem so as to obtain more effective result. This is the primary
idea behind data fusion [13].

In information retrieval, data fusion can be divided into
two categories: score-based methods and ranking-based
methods. Score-based methods are applicable when all re-
trieved documents are associated with scores. For example,
if we have two component resultsR1 = < (d1, 0.8), (d2,
0.7), (d4, 0.5), (d3, 0.2)>, andR2 = <(d3, 0.7), (d4, 0.6),
(d2, 0.5), (d1, 0.2)>. Each of them is a ranked list of docu-
ments (ranked high to low from left to right). Scores which
are associted with documents are also shown. We may use
the averaging method that averages scores of all the docu-
ments, thus the fused result by such a method isF = <(d2,
0.6), (d4, 0.55), (d1, 0.5), (d3, 0.45)>. If no scoring infor-
mation is available, then ranking-based method can be used.
Among those ranking-based methods, Condorcet fusion is
very distinctive.

A Condorcet method[5], named after the French mathe-
matician and philosopher Marie Jean Antoine Nicolas Car-
itat, the Marquis de Condorcet, is a single-winner election
method that ranks the candidates in order of preference. It
is a pairwise voting, i.e., it compares every possible pair of
candidates to decide the preference of them. A matrix can
be used to present the competition process.1 Every can-
didate appears in the matrix as a row and as a column as

1See http://en.wikipedia.org/wiki/Condorcet method



well. If there arem candidates, then we needm2 elements
in the matrix in total. Initially 0 is written to all the ele-
ments. Ifdi is preferred todj , then we add 1 to the element
at row i and columnj (aij). The process is repeated until
all the ballots are processed. For every elementaij , if aij

> m/2, thendi beatsdj ; if aij < m/2, thendj beatsdi;
otherwise (aij = m/2), there is a draw betweendi anddj .
The total score of each candidate is quantified by summa-
rizing the raw scores it obtains in all pairwise competitions.
Finally the ranking is achievable based on the total scores
calculated. This method can be used for data fusion in in-
formation retrieval if we regard each document as a candi-
date and each component result as a voter. Next let us take
an example to illustrate how the Condorcet voting can work
as a data fusion method.
Example 1. Let us assume thatR1 = < d2, d3, d1, d4 >, R2

= < d3, d4, d1, d2 >, andR3 = < d1, d3, d2, d4 >. Now we
use the Condorcet method to fuse it. InR1, d2 has higher
preference thand3, d1, andd4; d3 has higher preference
thand1 andd4; andd1 has higher preference thand4. We
add 1 to the corresponding units and the matrix looks like
this:

R Opponent
u d1 d2 d3 d4

n d1 - 0 0 1
n d2 1 - 1 1
e d3 1 0 - 1
r d4 0 0 0 -

We continue processing withR2 andR3 and the matrix
is as follows:

R Opponent
u d1 d2 d3 d4

Total Scores

n d1 - 2 1 2 2
n d2 1 - 1 2 1
e d3 2 2 - 3 3
r d4 1 1 0 - 0

Note that there are 3 information retrieval systems in to-
tal. For each element (aij) in the matrix, ifaij is 2 or above,
thendi is preferred todj ; if aij is 1 or less, thendj is pre-
ferred todi. For the document in each row, we count how
many times it wins over other documents. The total num-
ber of wins is written down on the right side of the matrix.
The final fused ranking is<(d3, 3), (d1, 2), (d2, 1), (d4,
0)>. One thing needs to be noticed is: in the sum matrix,
it is possible that more than one document obtains the same
score, then we say there is a tie between those documents.
How to rank those tied documents is also an important issue.
However, in this work, we do not address it and just take a
simple solution by ranking those tied documents randomly.

The above Condorcet method treats all the component
results equally, or it can be regarded as an equal weight is

assigned to all the component results. We can imagine that
different weights might be assigned to different information
retrieval systems for some reason. One possible reason is
that we know the goodness of those information retrieval
systems involved. On the other hand, the weighted Con-
dorcet fusion can be regarded as a general form of the Con-
dorcet fusion, while the Condorcet fusion is a special form
of the weighted Condorcet fusion in which all weights are
equal to 1.

In the above example, if retrieval resultsR1, R2, and
R3 are assigned weights of 4, 2, and 1, respectively, then
the matrix is as follows when all the component results are
processed.

R Opponent
u d1 d2 d3 d4

Total Scores

n d1 - 2+1 1 4+1 1
n d2 4+1 - 4 4+1 3
e d3 4+2 2+1 - 4+2+1 2
r d4 2 2 0 - 0

In this example the maximum possible raw score for any
item is 4+2+1 = 7. Therefore, a raw score of 4 or above
means a win. The total scores ford1, d2, d3, andd4 are:
score(d1) = 1 (3:1:5), score(d2) = 3 (4:4:5), score(d3) = 2
(6:3:7), and score(d4) = 0 (2:2:0). Therefore, the final rank-
ing is changed to< d2, d3, d1, d4 >. �

Previous experiments [8] suggest that Condorcet fusion
is a good data fusion method. When the performance of
component results or the similarity among component re-
sults varies, weighted Condorcet fusion is a better option
than Condorcet fusion. However, only a very primitive
weighting method was mentioned in [8]: for a group of
information retrieval systems, their effectiveness is evalu-
ated over a group of training queries by a specific measure,
for example, average precision, then the values obtained as
such are used as their weights for the weighted Condorcet.

Next we discuss how to apply linear discrimination to
training weights for weighted Condorcet fusion. Linear dis-
criminant analysis (LDA) is a method used in statistics to
find a linear combination of features that characterizes or
separates two or more classes of instances [1]. This ap-
proach estimates the parameters of the linear discriminant
directly from a given labelled sample through a search for
the parameter values that minimize an error function. The
key issue in Condorcet fusion is the pairwise document
competition. If both documents involved are relevant (or
irrelevant) at the same time, then how to rank them is not
important. Since no matter which document wins the com-
petition, the performance of the result will not be affected.
What matters is: if a relevant document and an irrelevant
document are in a pairwise competition, then we wish that
the relevant document is able to win.



Suppose there arem information retrieval systemsS1,
S2, ...,Sm. For queryQ, each of them returns a ranked list
of documentsRj(1 ≤ j ≤ m) andD is the set of all the
documents involved. For simplicity, we assume that allRjs
comprise the same group of documents. We may divideD
into two sub-collections: relevant documentsDr and irrel-
evant documentsDi. There are|Dr| documents inDr and
|Di| documents inDi. If we choose one from each collec-
tion, then we have a total number of2|Dr||Di| ranked pairs.
Note that< da, db > and< db, da > are different pairs. For
all 2|Dr||Di| pairs, we divide them into two classes: Class
Cg and ClassCb. ClassCg comprises all those pairs in
which a relevant document is ranked ahead of an irrelevant
document, represented by ‘+1’; and ClassCb comprises all
those pairs in which an irrelevant one is ranked ahead of a
relevant one, represented by ‘-1’. For each ranked pair, we
check every component resultRi to see if it is supported
or not. If the ranked pair< da, db > is supported byRi,
which means thatda is also ranked ahead ofdb in Ri, then
we use ‘+1’ in the corresponding columnfi to represent it;
If the ranked pair< da, db > is not supported byRi, which
means thatdb is ranked ahead ofda in Ri, then we use ‘-1’
to represent it. For all the ranked pairs, we repeat this pro-
cess over all component results. Thus for each ranked pair
(instance), it hasm features, each of which is obtained from
a component information retrieval systemSi.
Example 2. Let Dr = {d1, d3, d5}, Di = {d2, d4}, R1 =
< d1, d3, d2, d4, d5 >, R2 = < d2, d1, d3, d5, d4 >, R3 =
< d5, d4, d3, d1, d2 >, then Table 1 can be used to represent
all the instances with their features.

Now we want to distinguish the instances of the two
classes by a linear combination ofm features. Let
g(f1, f2, ..., fm) =

∑n

i=1
wifi + w0, if g(f1, f2, ..., fm) >

0, then the instance in question belongs to ClassCg; if
g(f1, f2, ..., fm) ≤ 0, then the instance belongs to Class
Cb. For the above example, by using LDA2 we obtain the
weightsw1, w2, andw3 for f1, f2, andf3 are 1.265, 1.342,
and 1.897, respectively. Note that in Table 1, each featurefi

(column) is obtained from a given retrieval systemSi, thus
the number of information retrieval systems is equal to the
number of features and the weight obtained forfi is for Si

as well. �

3 Experimental settings

As one of the major events in information retrieval eval-
uation, TREC (Text REtrieval Conference) has been held
by NIST (National Institute of Standards and Technology,
USA) annually since 1992.3 In 2008, the Blog track was
undertaken among several others such as enterprise, legal,

2IBM SPSS is used for LDA in this study. Its web site is located at
http://www-01.ibm.com/software/uk/analytics/spss/

3Its web site is located at http://trec.nist.gov/

Table 1. Classification and features of all the
instances (pairs) in Example 2
Number Pair f1 f2 f3 Category

1 < d1, d2 > +1 -1 +1 +1
2 < d2, d1 > -1 +1 -1 -1
3 < d1, d4 > +1 +1 -1 +1
4 < d4, d1 > -1 -1 +1 -1
5 < d3, d2 > +1 -1 +1 +1
6 < d2, d3 > -1 +1 -1 -1
7 < d3, d4 > +1 +1 -1 +1
8 < d4, d3 > -1 -1 +1 -1
9 < d5, d2 > -1 -1 +1 +1
10 < d2, d5 > +1 +1 -1 -1
11 < d5, d4 > -1 +1 +1 +1
12 < d4, d5 > +1 -1 -1 -1

million query, relevance feedback, and so on. In the TREC
2008 Blog track, “Blog06” test collection was used. Opin-
ion retrieval was one of the tasks in the Blog track. It was
used to locate blog posts that expressed an opinion about a
given target. A target could range from the name of a person
or organization to a type of technology, a new product, or
an event. A total of 150 topics (851-950, 1001-1050) were
used in the 2008 Blog track. Among them, 50 (1001-1050)
were new ones, 50 (851-900) were used in the 2006 Blog
track and 50 (901-950) were used in the 2007 Blog track.
An example of a topic is shown below.

Topic 1001
Description: Find opinions of people who have sold a car,
purchased a car, or both, through Carmax.
Narrative: Relevant documents will include experiences
from people who have bought or sold a car through Car-
max and expressed an opinion about the experience. Do
not include posts where people obtain estimates from
Carmax but do not buy or sell an auto with Carmax.

For most opinion retrieval systems, the opinion finding is
a two-stage process. The first stage is to generate baseline
ad hoc retrieval runs. 5 standard baselines were provided by
NIST for the 2008 Blog track. Information about them can
be found in [9]. Then, based on any of these baselines, the
participants can submit their final runs. 19 groups submitted
a total of 191 runs to the opinion-finding task.

Each submitted run consists of up to 1000 retrieved doc-
uments for each topic. The retrieval units are the documents
from the permalinks component of the Blog06 test collec-
tion. The content of a blog is defined as the content of the
post itself and all the comments to the post.

Analogous to other TREC tracks, the Blog track uses
the pool policy for retrieval evaluation: A pool was formed
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Figure 1. Performance (AP) of several data fu-
sion methods with the TREC 2008 data set

from the submitted runs of the participants. The two high-
est priority runs per group were pooled to depth 100. The
remaining runs were pooled to depth 10. Only those docu-
ments in the pool were judged. All the documents that were
not in the pool were treated as irrelevant documents.

Apart from the Condorcet fusion and the weighted Con-
dorcet fusion, two other ranking-based methods, Borda
count [4] and the Reciprocal Rank Fusion (RRF) [3], are
also tested. Borda count works like this: for a ranked list of
documents, score are assigned to those documents linearly
first. For example, if there are 1000 documents in the result,
then 1, 0.999, 0.998,..., 0.001 will be assigned to documents
at rank 1, 2, 3, ..., 1000, respectively. Then the averaging
method (averaging scores for every document) will be used
to combine all the component results to form the new re-
sult. Instead of using a linear method for converting rank to
score as in Borda count, RRF uses a reciprocal rank func-
tion. For any document at ranking positiont, 1/(k + t) is
used to convert its ranking into score. Herek is a constant.
As in [3], we also setk = 60 in our experiment.

For weighted Condorcet, training is needed. We divide
150 queries into two groups: odd-numbered (oq) and even-
numbered (eq) queries.oq is used for weights training and
eq is used for testing and vice versa. It is referred to as
two-way cross validation in [8].

4 Experiments and results

The experiment is conducted to investigate the perfor-
mance of the data fusion methods involved (Condorcet fu-
sion, weighted Condorcet fusion, Borda count). All 191
runs submitted to the TREC 2008 blog opinion track are
used. From all available ones, we randomly choose 3, 4, ...,
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Figure 2. Performance (RP) of several data fu-
sion methods with the TREC 2008 data set

10 runs, and then fuse them using different fusion methods.
The best component system is used as the baseline.

Four metrics, which are AP(average precision over all
relevant document levels), RP(recall-level precision), P@10
(precision at 10 document level), and RR(reciprocal rank),
are used for retrieval evaluation. Figures 1-3 show the ex-
perimental results. Each data point is the average of 200
trials. The result for P@10 is not shown because it is very
analogous to that for RR. In Figures 1-3, we can see that
all the data fusion methods outperform the best component
system by a clear margin, and the difference between any
of the data fusion methods and the best result is significant
at a level of 99%. Weighted Condorcet fusion performs
the best, while Borda count, Condorcet fusion, and RRF
are close. When different metrics are used, the improve-
ment rates of the fused results over the best component re-
sult are different. The improvement rate is the largest on
AP and the smallest on RR. When AP is used, weighted
Condorcet, RRF, Condorcet, and Borda outperform the best
component system by 15.0%, 10.7%, 10.5%, and 10.1%,
respectively. When RR is used, the corresponding figures
are 5.2%, 4.4%, 4.3%, and 4.1%, respectively.

Finally, let us take a look at the effect of the number of
component results on fusion performance. Figure 4 shows
the result. This time we only consider the weighted Con-
dorcet fusion. From Figure 4 we can see that the perfor-
mance improvement over the best component result is dif-
ferent across different measures. AP is most successful than
the three others, while PR, P10, and RR are quite close.
Focused on any individual measure, we find that the per-
centage of improvement over the best component result is
quite stable when different number of component results are
fused.
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Figure 3. Performance (RR) of several data fu-
sion methods with the TREC 2008 data set

5 Conclusions

From the above discussion, we can see that the experi-
mental result is very positive and shows that ranking-based
data fusion methods such as Borda count, RRF, and Con-
dorcet fusion are effective techniques for retrieval perfor-
mance improvement. The result also shows that weighted
Condorcet fusion, with its weights trained by linear discrim-
inant analysis, is a very effective method. All these methods
can be useful for improving the performance of blog opin-
ion retrieval.

For blog opinion retrieval, the data fusion technique can
be further investigated in a few directions. One is to com-
pare score-based methods (e.g., CombSum, CombMNZ,
the linear combination method) with ranking-based meth-
ods (e.g., Borda count, Condorcet fusion, RRF) [6, 10]; the
second is to focus on fusing a few top systems for further
performance improvement [2, 14]; finally, non-linear com-
bination methods may be investigated. These remain to be
our further work.
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