Fusing blog opinion retrieval results for better effectiveness
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Abstract—In recent years, blogs have been very popular on
the Web as a grassroots publishing platform. Some research
has been conducted on them and blog opinion retrieval is
one of the key issues. In this paper, we investigate if data
fusion can be useful for improvement of effectiveness of bp
opinion retrieval. Extensive experimentation with the runs
submitted to the blog opinion retrieval task in TREC 2008 is
carried out and a few data fusion methods including CombSum,
CombMNZ, Borda count, and the linear combination method
are investigated. We observe that generally speaking, allada
fusion methods involved are very competitive compared with
the best component retrieval system. Especially, the linea
combination method with proper training is superior to other
data fusion methods and it is able to beat the best component
retrieval system by a clear margin. This study demonstrates
that data fusion can be an effective technique for blog opirin
retrieval if proper fusion methods are applied.

Keywords-Blog system; Opinion retrieval; Data fusion; Lin-
ear combination

I. INTRODUCTION

for example, in [6]-[10] and others, demonstrates that they
can improve retrieval effectiveness if carefully arranged
In addition, many recently developed information retrleva
systems or toolkits, such as Indkj terrier 2, Lucene?,
and others, have also integrated different techniques and
components. They can be regarded as fusions of different
techniques or components.

In a sense, blog opinion retrieval systems are more
complicated than conventional information retrieval sypss,
and many different kinds of techniques can be used together
in any individual blog opinion retrieval systems. In such a
scenario, we hypothesize that the data fusion technique is
very likely a useful technique for blog opinion retrievab T
our knowledge, data fusion has not been investigated for
blog retrieval systems before. In this paper, we empirjcall
investigate this issue by extensive experimentation.

In 2006, TREC* introduced the blog retrieval track.
At first, only the opinion finding task was carried out.
In the following three years, polarity opinion finding and

In recent years, blogs have been very popular on thelistillation tasks had been added. For each of those tasks,

Web as a grassroots publishing platform. There are a larggozens, even hundreds of runs were submitted for evaluation
number of them and they cover many different aspects ofhis provide us a very good benchmark to test all sorts of
people’s life. A blog may be owned by an individual or systems, techniques, and so on. Especially, in the TREC
a company. Posts on events, opinions, and so on, can (&08 opinion finding task, a total of 191 runs were submitted
published by the owner and comments can be made by thieom 19 groups [11], and each of them includes a ranked
readers accordingly. list of up to 1000 post documents for each of a total of 150
A lot of research has been conducted on blogging systemgueries. Since the number of runs submitted and the number
and some related issues, such as blog search engines, naii-queries used are large, we consider this is the best data
fication mechanisms, detecting splogs (spam blogs), faceset for the evaluation of the data fusion technique.
based opinion retrieval, and so on, are discussed in [1]-[5]
and others. opinion retrieval is one of the important issues
addressed in blogging systems. Usually, an opinion rettiev  In this section, we discuss the data fusion methods used in
system is implemented by enhancing an ordinary informathe experiment. CombSum, CombMNZ, and the linear com-
tion retrieval system with an opinion finding mechanism,bination method with performance level weighting (LCP),
which may rely on a lexicon of subjective words and phrasesperformance square weighting (LCP2), and weights decided
gathered from a variety of manually or automatically built by multiple regression (LCR). The score normalization
lexical resources. methods used include Borda and the fitting linear score
In information retrieval, the data fusion technique hasnormalization method,
been used to combine results from different retrieval madel | _ L
. . . http://lemurproject.org/indri.php
different document representations, different query eepr 2http-iterrier. org/
sentations, and so on, to improve effectiveness. Generally 3np:/iucene.apache.org/
speaking, previous investigation on data fusion methods, “http:/itrec.nist.gov/
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Suppose for a given quer§), n component retrieval g ymaRry INFORMATION OF THE “BLOGO6” TEST COLLECTION AND

systems are used to search the same document collection ITS CORRESPONDING STATISTICS
C. For documentd;, sij i the score calculated fod; Quantity Value
from component systeny;. Then for CombSum [12], we Number of Unique Blogs 100,649
calculate the total scorg for every document; using RSS 62%
Atom First Feed Crawl Last Feed Crawl  21/02/2006
t;(CombSum) = Z’_L Sii Number of Feeds Fetches 753,681
J =17 Number of Permalinks 3,215,171
while for CombMNZ [12], we use the equation Number of Homepages 324,880
Total Compressed Size 25GB
ti(CombM N Z) = m * Z@ Sii Total Uncompressed Size 148GB
J =17 Feeds (Uncompressed) 38.6GB
to calculate scores. Here is the number ofs;; whose Eerma“”ks (Ugcompfesse‘j()j 82%%%88
value is above zero. For the linear combination method [9], omepages (Uncompressed) :

[13], we use the equation

n
b (LN) = 3y (wi * 5ij) since they can be used to make the most accurate estimation

to calculate scores. Here; is the weight predefined of the relevance scores of all the documents to all the gsierie
for component systeni;. After the process of calculating as a whole.
scores, all the documents are ranked according to thelr tota Another related problem is how to obtain reliable scores
scores calculated. for retrieved documents. One common linear score normal-

For the linear combination method, a related issue idzation method is: for any list of scores (associated with
how to assign weights to component systems. One policp ranked list of documents) for a given topic or query,
is to connect weight with performance. One straightforwardve map the highest score into 1, the lowest score into
method is the performance-level weighting [6], [14]. ThatO, and any other scores into a value between 0 and 1
is, if the average performance of systém over a group of accordingly. This normalization method was used by Lee [8]
training queries is, then we set asir;’s weight. However, and others in their experiments with TREC data sets. The
it is found that using a power function of performance above normalization method can be improved. In the TREC
(such asa?, a3, etc.) is more effective than the simple workshop, each system is usually required to submit 1000
performance-level weighting [9]. Another option is to usedocuments for any given query. In such a situation, the
multiple linear regression to obtain suitable weights,akhi top-ranked documents in the list are not always relevant,
can be derived from the geometric probabilistic frame-and the bottom-ranked documents are not always irrelevant.
work [15]. Therefore, &, b]: (0 < a < b < 1) should be a more suitable

Suppose there aren queries,n information retrieval range than [0,1] for score normalization [16]. This meth®d i
systems, and a total efdocuments in a document collection referred to as the fitting (linear score normalization) roeth
C. For each queryg, all information retrieval systems later in this paper.
provides scores for all the documents in the collection. If only a ranked list of documents is provided without
Therefore, we havest,, s, ,....st,,yt) for {i=(1, 2, ..., any scoring information, then we need to convert ranking
m), k=(1, 2, ...,r)}. Heres;’.k stands for the score assigned information into scores. A common way of dealing with
by retrieval systenir; to documentl;, for queryq’; yi is the this is to assign a given score to documents at a particular
judged relevance score df for queryq’. If binary relevance rank. For example, Borda count [6] works like this: for a
judgment is used, then it is 1 for relevant documents and @anked list oft documents, the first document in the list is

otherwise. given a score of, the second document in the list is given
Now we want to estimate a score oft — 1, ..., the last document in the list is given a
i score of 1. Thus all documents are assigned corresponding
Y ={yi;i=(1,2,...,m),k=(1,2,...,7)} scores based on their rank positions.
by a linear combination of scores from all component 1. EXPERIMENTAL SETTINGS AND RESULTS

systems. The least squares estimates offthare the values

Go. B1, Bay ... andg, for which the quantity In the TREC 2008 blog track, “Blog06” test collection

was used. The summary information is shown in Table
NN 55 i 5 i i 12 1 [17].

u= Z D i — (Bo + Busiy, + Pashy + oo + +0nsip)] Opinion retrieval is one of the tasks in the blog track. It
=1 k=1 is used to locate blog posts that express an opinion about a

is a minimum. In the least squares sense the coefficientgive target. A target can range from the name of a person

obtained by multiple linear regression can bring us theor organization to a type of technology, a new product, or

optimum fusion results by the linear combination method,an event.



For most opinion retrieval systems, the opinion finding is2 to 5, we can see that, generally speaking, all data fusion
a two-stage process. The first stage is to generate baselingethods are effective First let us look at the result using
ad hoc retrieval runs. 5 standard baselines were provideMAP (Tables 1-2). On average, all of them outperform the
by NIST (National Institute of Standards and Technology,best component system. The smallest improvement rate over
holder of TREC workshops) for the 2008 Blog track. Infor- the best is 2.62% for CombMNZ with the fitting linear
mation about them can be found in [11]. Then, based on angiormalization method, and the largest improvement rate
of these baselines, the participants can submit their fimed r over the best is 10.26% for LCR with the fitting method.
by re-ranking a baseline run. 19 groups submitted a total oHowever, the number of component systems is an important
191 runs to the opinion-finding task. factor that affects the performance of most data fusion
Each submitted run consists of up to 1000 retrievedmethods significantly. When a small number of component
documents for each topic. The retrieval units are the docsystems are fused, all data fusion methods outperform the
uments from the permalinks component of the Blog06 tesbest component system by a clear margin. When the number
collection. The content of a blog is defined as the contenbf component systems is above a threshold, some data fusion
of the post itself and all the comments to the post. methods become less effective than the best component
Analogous to other TREC tracks, the blog track uses theystem, though such a threshold varies considerably across
pool policy for retrieval evaluation: pools were formedrfro  different data fusion methods and score normalization meth
the submitted runs of the participants. The two highestrprio ods. With all two normalization methods, CombMNZ is the
ity runs per group were pooled to depth 100. The remainingvorst, which followed by CombSum, LCP, and LCP2, while
runs were pooled to depth 10. Only those documents in theCR is the best. Two tailed T test is also carried out to test
pool are judged. All the documents that are not in the poothe significance of the difference between any data fusion
are treated as irrelevant documents. method and the best component system. If the difference is
In the experiment, two score normalization methodssignificant at the level of 0.95, then a “+” or “-" sign will
Borda and the fitting method, are used. For the fittingbe put as a superscript of the corresponding value. Figures
method, 0.8987 and 0.0586 are used as the valuesdod  on bold are the best in that line (setting). In 22 out of a total
b, which are obtained from the observation of all the runsof 24 settings, LCR is the best; LCP2 is the best in the rest
submitted. The data fusion methods involved are: CombSumwo settings.
CombMNZ, LCP, LCP2, and LCR are tested. A total of 150 Tables 4 and 5 present the results using MRR as the metric
topics (851-950, 1001-1050) were used in the 2008 Blodor retrieval evaluation. From Tables 4 and 5, we can see that
track. We divide all 150 topics into three groups of equalfor MRR, the impact of different normalization methods on
size. Topics are put into groups in turn: topic 851 goes tathe data fusion methods is stronger than that for MAP. When
group 1, topic 852 goes to group 2, topic 853 goes to grouBorda normalization is used, LCR manages an improvement
3, and so on. One group (1, or 2, or 3) is used as trainingate of 2.49% over the best component system. It is slightly
data to decide the weights for the linear combination methodwvorse than LCP (2.69%) and LCP2 (2.84%). But LCR
two other groups (2 and 3, or 1 and 3, or 1 and 2) are usei$ still the best when the fitting normalization method is
as test data. For all the data fusion methods involved, waised. When the fitting linear normalization method is used,
randomly selected 5, 10, 15,..., 60 component systems fro@ombMNZ becomes the second best data fusion method
all available ones to test fusion effectiveness. For angmiv with an improvement rate of 2.35%.
number, 200 combinations were carried out. Figure 1 shows the result of data fusion methods using
Four metrics are used for retrieval evaluation. They areRP, while Figure 2 shows the result of data fusion methods
average precision over all relevant documents (AP), recallusing P@10. In both Figures 1 and 2, for each data fusion
level precision (RP), precision at 10 document level (P@210)method, only the best result is presented with one of the two

and reciprocal rank (RR). score normalization methods.For both RP and P@10, all data
They are defined as: fusion methods are better than the best component systems
AP = 1y 1(d;) % p@i when a small number of results are fused. However, when
R %I";l:(@ )+ pai) a large number of results are fused, only LCR consistently

P@10 = L « Zlfgl rel(ds) outperforms the best component system. .
10 el(d,) In summary, one major observation from this study is: in
RR = mazi>1{="} most cases, the combination of the fitting method for score
Here rel(d;) = 1 if documentd; is relevant; 0 otherwise. normalization and multiple linear regression for weights
R is the total number of relevant documents in the wholeassignment is the most effective approach, especially when
collection. a relatively large number of component systems are fused.
First let us use average precision to evalua.te the experi- SEach data value in Tables 2-5 and Figures 1-2 is the averag®®f
m_ental reSUItS' Tables 2 t0 5 p_rese_nt the eXper'mema't’;‘esuIrandomly selected combinations 100 queries per test set 3 different
with two different score normalization methods. From Table test sets.



Table Il
PERFORMANCE(MAP) OF ALL DATA FUSION METHODS (BORDA
NORMALIZATION; LCP, LCP2AND LCR DENOTE THE LINEAR
COMBINATION METHOD WITH PERFORMANCE LEVEL WEIGHTING
PERFORMANCE SQUARE WEIGHTINGAND WEIGHTS DECIDED BY
MULTIPLE LINEAR REGRESSION RESPECTIVELY, FIGURES WITH"“+"” OR
“-" INDICATE THEY ARE DIFFERENT(BETTER OR WORSEH FROM THE
BEST COMPONENT SYSTEM SIGNIFICANTLY AT A CONFIDENCE LEVEL
OF 95%;FIGURES ON BOLD ARE THE BEST IN THAT LINB

Num. Best C’'Sum C'MNZ LCP LCP2 LCR
5 0.378 0.416  0.410F 0.425F 0.428F 0.441F
10 0.403 0.447 0.438" 0.454t  0.458t  0.454
15 0.417 0.458  0.447" 0.464" 0.467F  0.464"
20 0.431 0.467  0.456" 0.472F 0.476F 0.478"
25 0.442 0.472 0.460" 0.4770 0.481F  0.484
30 0.449 0.478 0.461" 0.478" 0.483"  0.490"
35 0.451 0.476  0.464" 0.480t  0.483+  0.489+
40 0.460 0.475 0.463 0.480" 0.484F  0.490"
45 0.468 0.478 0.466 0.483  0.487"  0.495"
50 0.471 0.480  0.468 0.485  0.489F  0.497"
55 0.473 0.480 0.468 0.484 0.489" 0.494t
60 0.481 0.481 0.469 0.4860 0.491F 0.501"

Ave. 0444 0.467 0.456 0.472 0.476 0.481

5.28% 2.77% 6.70% 7.42% 8.52%
Table Il

PERFORMANCE(MAP) OF ALL DATA FUSION METHODS (THE FITTING
LINEAR NORMALIZATION )

Num. Best CSum CMNZ LCP LCP2 LCR
5 0.378 0.417 0.412F 0.423F  0.425F 0.425F
10 0.403 0.447 0.4400 0.451F  0.453F  0.459"
15 0.417 0.455 0.448" 0.458" 0.461F 0.473F
20 0.431 0.462 0.456" 0.465¢  0.468"7  0.488"
25 0.442 0.467 0.460" 0.470F  0.473F 0.493F
30 0.449 0.467 0.460" 0.470"  0.473F 0.498"
35 0.451 0.468 0.462F 0.470F  0.473F 0.497t
40 0.460 0.468 0.462 0.47t 0.474 0.501"
45 0.468 0.47t 0.464 0.473F 0.4770 0.506"
50 0.471 0.472 0.466 0.474 0.477  0.507"
55 0.473 0.472 0.466 0.474 0.478 0.508+
60 0.481 0.473 0.466- 0.475" 0.479 0.511F

Ave. 0.444 0.462 0.455 0.464 0.468 0.489

4.08% 2.62% 4.69% 5.41% 10.26%
Table IV

PERFORMANCE(MRR) OF ALL DATA FUSION METHODS (BORDA
NORMALIZATION)

Num. Best C’'Sum C'MNZ LCP LCP2 LCR
5 0.804 0.833 0.832F 0.845" 0.849%  0.842F
10 0.824 0.864 0.861" 0.870" 0.872F  0.869"
15 0.835 0.872 0.868" 0.876" 0.8770  0.875"
20 0.851 0.882 0.878" 0.884" 0.885"  0.884"
25 0.859 0.884 0.880" 0.886" 0.888"  0.885"
30 0.863 0.884 0.880" 0.887+ 0.888  0.884+
35 0.865 0.888" 0.885" 0.8871 0.888" 0.885"
40 0.871 0.886 0.881" 0.887F 0.888"7  0.884"
45 0.877 0.888 0.883+ 0.888" 0.889"  0.885"
50 0.880 0.888 0.884 0.889 0.890" 0.887"
55 0.881 0.8890 0.882 0.888 0.888"  0.888"
60 0.888 0.890 0.884 0.884 0.890 0.887

Ave. 0.858 0.879 0.875 0.881 0.883 0.880

2.44% 2.02% 2.69% 2.84% 2.49%

Table V
PERFORMANCE(MRR) OF ALL DATA FUSION METHODS (THE FITTING
LINEAR NORMALIZATION )

Num. Best CSum CMNZ LCP LCP2 LCR
5 0.804 0.838 0.837F  0.840F 0.839" 0.830"
10 0.824 0.857 0.857t 0.858" 0.858"  0.858"
15 0.835 0.864 0.865" 0.864" 0.865" 0.870"
20 0.851 0.87t 0.873F 0.871+ 0.873F 0.882"
25 0.859 0.874 0.877t 0.874- 0.875F 0.885"
30 0.863 0.873 0.877t 0.873t 0.875F 0.891"
35 0.865 0.873 0.878" 0.874- 0.876% 0.886"
40 0.871 0.874 0.879 0.874 0.877  0.890"
45 0.877 0.876 0.881 0.876 0.878  0.892F
50 0.880 0.879 0.884  0.879 0.881  0.891F
55 0.881 0.879 0.884 0.878 0.880 0.890"
60 0.888 0.880 0.885 0.880 0.881~  0.896"

Ave. 0.858 0.870 0.873 0.870 0.871 0.880

1.38% 2.35% 1.40% 1.54% 2.56%

Performance (RP) of the data fusion methods

Best ——
CombSum(Borda) ------
CombMNZ(Regression) %
LCP(Borda) &
LCP2(Borda) —-=-—
LCR(Regression) --o--
0.4 . . . . . . . \ |
5 10 15 20 25 30 35 40 45 50 55 60

Number of component systems involved
Figure 1. Performance (RP) comparison of different dat@éofumethods
for each given number of component systems (for each dai@nfusethod,
only the best performance is presented with the correspgndicore
normalization method that is indicated in parentheses)

0.8

Performance (P@10) of the data fusion methods

0.64 Best

t —+—
CombSum(Borda) ---x---
CombMNZ(Borda) ---*---

LCP(Borda)
LCP2(Borda)
LCR(The fitting method)
0.6 1 1 1 1 1 1 1 f h

|
5 10 15 20 25 30 35 40 45 50 55 60
Number of component systems involved

a

G-

Figure 2. Performance (P@10) comparison of different datsioh
methods for each given number of component systems (for datehfusion
method, only the best performance is presented with theegponding
score normalization method that is indicated in parent)ese

On average, the improvement rate over the best component
system is 10.26% for MAP, 4.51% for RP, 4.03% for P@10,



and

2.56% for MRR.

Apart from the above one, we also have some other
observations as follows:

1)

2)

3)

4)

5)

6)

CombSum and CombMNZ are always close. Most of
the time CombSum is a little better than CombMNZ.
Sometimes the difference is significant, sometimes it
is not.

With very few exceptions, LCP2 is always a little
better than LCP. The difference between them is very
often significant.

On average, LCP2 is the second best method in
the experiment. It consistently outperforms the best

[4]

[5]

[6]

[7]

component system when 35 or less systems are fused.

When a relatively small number (say, 5 or 10) of
component systems are fused, then all data fusion

(8]

methods outperform the best component system by a

clear margin.
Compared with the best system, all the data fusion

methods are more effective on average. However, the[9]

improvement rate varies when different metrics are
used. The most favourable metric is AP, followed by
RP and P@10, while RR is the least favourable.

For CombSum, CombMNZ, LCP, and LCP2, Borda is 1

better; for LCR, the fitting method is better.

IV. CONCLUSION

In this paper we have presented a piece of work on datgi1]
fusion to improve effectiveness of blog opinion retrieval.
Extensive experimentation, with one large data set inolydi
all 191 runs submitted to the blog opinion task in TREC
2008, has been conducted and the results shows that on
average, all data fusion methods involved are at least as
good as the best component systems. Among them, the
linear combination method with weights trained by multiple
linear regression (LCR) and the linear combination with
performance square weighting (LCP2) perform better than
the others. This study demonstrates that data fusion can be a
very good approach for us to develop effective blog rettieva

systems.
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