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Abstract

We automatically construct a dictionary of visual (pos-
sible to perceive on a picture) or non-visual (impossible to
perceive directly on a picture) entities and attributes, based
on statistical association techniques used in data mining.
We compute whether certain words that could function as
entities or attributes of an entity are correlated with texts
that describe images and use these words for the detec-
tion of visual nouns and visual adjectives. We compare our
corpus-based approach with a knowledge-rich approach
based on WordNet, and with a combination of both ap-
proaches.

1 Introduction

Text-based image retrieval is the search for images using
their textual descriptions. Very often, people manually an-
notate images with key terms, however this is a tedious task.
Furthermore, images often are accompanied by descriptive
texts. Not all terms in these descriptions contribute to the
image content. Many terms cannot contribute because they
represent non-visual entities, or non-visual properties or at-
tributes. If a resource that defines the visualness of a word
exists, more refined index descriptors can automatically be
assigned to the images. In addition, the textual descriptions
filtered with regard to their visualness, automatically anno-
tate the images and can be used for training image recog-
nizers. Moreover, there is an increasing need for aligning
content across different media, to which the dictionary with
visual words contributes.

In this paper we learn visual and non-visual terms from
corpora based on statistical association techniques. We
compare our corpus-based approach with WordNet knowl-
edge and integrate both approaches. We evaluate our meth-
ods on unseen texts that describe images and place our re-
search in the context of related research that finds corre-
lations between information objects across different media
and in the context of text-based image retrieval.

2 Methodology

Entities (objects or persons) are usually expressed by the
syntactic category of nouns (e.g., “cat”). Their qualification
by attributes is usually signaled by adjectives or by partici-
ples of verbs used as adjectives, found in the following syn-
tactic templates: 1) Adjective as a modifier of a noun (e.g.,
“the striped cat”); 2) Adjective as a predicate of a noun (e.g.,
“The car is red.”). Not all nouns refer to a visual object or
person, and not all adjectives refer to a physical and visual
qualification of the entity. So, the task is given the above
syntactic templates, finding these words that signal a visual
entity or visual property of an entity.

The first step is to create a dictionary of words that
are considered visual, using corpus-based association tech-
niques. During this training phase no distinction is made be-
tween part-of-speech classes of words. Only in the testing
phase, particular syntactic templates are considered. The
dictionary list is obtained by mining two corpora: one cor-
pus that is considered to be mostly visual and one that con-
tains very little visual information. In a next step we build
a visual dictionary based on the existing lexical resource,
WordNet. Finally, we combine the two approaches.

2.1 Corpus-based association techniques

Hypothesis testing can be used to determine which words
are related to a specific domain (in our case the visual do-
main), represented by a target corpus, compared to a general
reference corpus [9] (henceforth assumed to be non-visual).
We use here a likelihood ratio for a binomial distribution,
and a chi-square metric.

2.1.1 Likelihood ratio

Following [12], we test the hypothesis of independence be-
tween a term (in our experiments below single words) and a
certain class (here visual or non-visual) with the likelihood
ratio for a binomial distribution. If we can reject the hypoth-
esis, there is a strong indication that the word is correlated



visual !visual
term = t c12 c2 − c12 c2

term != t c1 − c12 N + c12 − c1 − c2 N − c2

c1 N − c1 N

Table 1. Contingency table for words appear-
ing in the visual and non-visual corpus.

with either the visual (if the words appears more often in the
visual corpus) or the non-visual class (if the word appears
more often in the non-visual corpus).
We first define p1 and p2:

p1 = P (term = t|visual) p2 = P (term = t|!visual)

The hypotheses of independence (H1) assumes that p1 and
p2 are equal, i.e.:

H1 : p1 = p2 = p

whereas H2 allows all possible values of p1 and p2. We
define the likelihood functions given a contingency table
(Table 1). The cells of this table indicate the number of
occurrences; c12 is the number of occurrences of term t in
the visual corpus, c2 is the total number of occurrences of t
and c1 is the number of terms in the visual corpus. N is the
total number of tokens in both corpora. The probability that
the visual class generates a term and the probability that the
non-visual class generates a term are assumed to follow a
binomial distribution.

L(H1) = b(c12; c1, p)b(c2 − c12;N − c1, p)

L(H2) = b(c12; c1, p1)b(c2 − c12;N − c1, p2)

where b(k;n, x) is the binomial distribution. The maximum
value of the likelihood functions above is obtained by set-
ting their first derivative to zero, which yields for p, p1 and
p2 the following values:

p =
c2

N
p1 =

c12

c1
p2 =

c2 − c12

N − c1

We then determine the likelihood ratio λ

λ =
L(H1)
L(H2)

=
L(p, c12, c1)L(p, c2 − c12, N − c1)

L(p1, c12, c1)L(p2, c2 − c12, N − c1)

with
L(p, k, n) = pk(1 − p)n−k

We take

log λ = − log L(p1, c12, c1) − log L(p2, c2 − c12, N − c1)
+ log L(p, c12, c1) + log L(p, c2 − c12, N − c1)

which is a value that is asymptotically χ2 distributed. By
selecting a confidence level from the χ2 distribution table
(1 degree of freedom), the obtained likelihood ratio value
allows us to accept or to reject the H1 hypothesis.

2.1.2 Chi-square

Given the above contingency table we can test the hypothe-
sis of independence of the occurrence of a term in the visual
and non-visual classes by means of a χ2 test. The χ2 statis-
tic is defined as:

χ2 =
∑

i,j

(Oi,j − Ei,j)2

Ei,j

with Ei,j the expected value for Oi,j (the observed value,
found at position i, j in the cells of the contingency ta-
ble). The expected frequencies Ei,j are calculated from the
marginal probabilities:

Ei,j =
Oi,1 + Oi,2

N
× O1,j + O2,j

N
× N

The resulting value is χ2 distributed and allows us to accept
or reject independence as was the case for the likelihood
ratio.

2.2 Use of WordNet

The lexical resource of WordNet does not contain infor-
mation on the visualness of a term. Therefore, we infer this
visualness from the information present in WordNet and ad-
ditional world knowledge. The method we implemented is
described and evaluated in detail in [10] and is summarized
here. The visualness is defined as the degree that a noun
or an adjective is considered visual. Inspired by [13] who
identify the polarity (i.e., expressing of positive or negative
feeling) of adjectives, we manually identify seed synsets in
WordNet that are certainly visual (e.g. “person”, “red”) or
completely invisible (e.g. “power”, “confidential”). This is
done separately for nouns and adjectives.

We set the visualness of these seed synsets to either 1
(visual) or 0 (non-visual). We determine the visualness of
all other synsets using these seed synsets. A synset that is
close to a visual seed synset gets a high visualness (vis) and
vice versa. We choose a linear weighting:

vis(s) =
∑

i

vis(si)
sim(s, si)

C(s)

where vis(s) returns a number between 0 and 11; s, si are
the seed synsets; sim(s, t) returns a number between 0 and

1A cutoff value is selected to determine which nouns and adjectives we
consider visual for our classification.



1 denoting the similarity between synsets s and t; and C(s)
is constant given a synset s:

C(s) =
∑

i

sim(s, si)

For nouns we use the similarity sim(si, sj) as defined by
[15]. Alternative measures that compute the similarity be-
tween synsets can be found in [5]. For adjectives WordNet
does not define a hierarchical relationship, thus we use the
semantic distances as defined in [14]. In this approach we
always manually choose the seed set for nouns and adjec-
tives. The computation of visualness of proper nouns is out
of scope of this paper. Here a named entity recognizer [18]
could detect visual categories of proper names (e.g., person
names).

2.3 Combination of association techniques
and WordNet

A third method combines the two previously discussed
methods. We set the seed set of synsets to the best 25 visual
and non-visual nouns and the 25 best visual and non-visual
adjectives from the dictionary that is built using the statis-
tical association techniques. We then employ the method
using the WordNet database as discussed before.

2.4 Experiments

We first learn the dictionary of visual words from a visual
and non-visual corpus. Then, we test the validity of the
dictionary on an unseen corpus, where every head noun and
adjective is manually annotated as visual or non-visual.

For the visual corpus used for training we use the follow-
ing corpora (or combinations of):

• Flowers corpus: This collection of flower descriptions
contains 15,226 word tokens including punctuation,
and is obtained from http://www.uniqflowers.com.

• Antiques corpus: This collection of old picture
descriptions contains 619,515 word tokens, and
is obtained from the Oregon Archives found at
http://photos.salemhistory.org/cdm4/browse.php.

Example items of the corpora can be found in Figure 1. For
the non-visual corpus we use the full collection of English
Wikipedia article texts (407,074,407 word tokens), or a sub-
set consisting of the main articles on the major religions in
China (Confucianism, Taoism, Buddhism; 16,965 word to-
kens).

From these corpora we extract the list of visual words by
applying the association techniques discussed above. If the
technique finds that a word is significantly more likely to ap-
pear in a visual context (corpus), it is added to the list. Ex-
amples of learned visual words are “building”, “wooden”,

“African violets (Saintpaulia ionantha) are

small, flowering houseplants or greenhouse

plants belonging to the Gesneriaceae family.

They are perhaps the most popular and most

widely grown houseplant. Their thick, fuzzy

leaves and abundant blooms in soft tones of

violet, purple, pink, and white make them very attractive. Numer-

ous varieties and hybrids are available. African violets grow best in

indirect sunlight.”

“These small sculptures depict two identi-

cal human figures. The wooden bodies are

weathered brown and the hair is faded blue.

Both sculptures have a round base about one

inch high. The feet are large and flat, with

grooves cut into the front to distinguish toes.

The legs are short, ...”

“A small girl looks up at a person dressed

in the costume of an animal which could

be “Woody Woodchuck” at the State Fair in

Salem, Oregon.”

Figure 1. Entries in the flowers corpus (top),
art corpus (middle) and antiques corpus (bot-
tom).

“flower” and “white”. Examples of words strongly consid-
ered non-visual are “year”, “great”, “new” and “season”.

We evaluate on a separate ground-truth corpus,
henceforth called the Art corpus. This is a col-
lection of art comments and elaborate descriptions
of the history of the object or artist in addition to
those of the object itself. The corpus is found at
http://tours.daytonartinstitute.org/accessart/tour.cfm?TT=ct.
The texts of the test corpus are POS tagged, and all head
nouns of noun chunks and adjectives of these chunks are
identified, and their visualness is annotated. In total 8 art
items are annotated (resulting in 1,337 word tokens).

Classification of the above adjectives and nouns found
in the ground truth corpus is performed automatically by
looking up the word in the dictionary of visual words. If
a word is present, it is classified as visual, if not, the non-
visual class is assigned. We compute the accuracy, precision
and recall of the visual and non-visual classification. Ta-
ble 2 shows the results based on the statistical corpus-based
methods. Table 3 shows the results where the dictionary is
built based on WordNet. Table 4 shows the results based
on the combination of both approaches. Although all words
can be labeled using the two WordNet-based approaches,



we did not evaluate the words that were not known by the
statistical technique for the purpose of comparison. In all ta-
bles, “T” stands for the technique used (λ = likelihood ratio,
χ2 = chi-square statistics) and α for the confidence level (“-
” means that no confidence threshold was applied; all words
that were positively correlated with the visual class are in-
cluded). “A %” stands for accuracy, “? %” for percentage
of words in the test corpus not seen in the training corpora2.
Finally, “V” stands for visual, while “!V” for non-visual.

In a final experiment, we used the combination of the
statistical and WordNet-based approach for building the vi-
sual dictionary (trained on the flowers, antiques and wiki
corpora) and tested how well a head noun inherits the vi-
sualness of its adjective modifier, and vice versa (Table 5).
We first identified noun groups by using LTChunk [17], then
the relation between adjective and head noun within a chunk
can be trivially extracted. When evaluating an adjective, the
head noun it modifies is looked up in the dictionary and its
visual and non-visual classification is transferred to the ad-
jective. When evaluating a head noun, the classification is
taken from the preceding adjective if present. Some nouns
(65.39%) and adjectives (9.05%) did not receive a classi-
fication, when they occur respectively without modifier or
head noun.

The results show that we can quite successfully acquire
the visualness of attributes (adjectives) from small visual
(description of flowers) and non-visual (description of reli-
gions) corpora. When using a statistical confidence thresh-
old of 0.99 the dictionary size is substantially reduced (from
2,504 words without applying a threshold to 102 words for
the likelihood ratio metric and 229 words for the chi-square
metric), possibly causing the drop in recall of the visual
class.

Using larger, less specific corpora increases coverage at
the cost of reduced F1 values. Here the difference between
applying a confidence threshold or not has less impact on
the dictionary size and thus the results. For adjectives the
recall of the visual class drops by 32% compared to using
specific corpora, while only 23% more data is evaluated.
Given the fact that the dictionary is larger, this leads us to
the conclusion that using less specific corpora in training
has a negative impact on dictionary quality. For nouns this
effect is not observed.

The superior results for adjectives (especially recall of
the visual class), combined with the observation that an ad-
jective is 1.7 times more likely to be visual in our ground
truth corpus, indicates that the generated dictionary has a
better coverage of visual adjectives than of visual nouns.
This could be explained by the assumptions that visual ad-
jectives are more generic than visual nouns, so applicable
to more texts, whereas visual nouns tend to be more specif-

2It would be unfair to include such a word in the evaluation, because
we did not learn whether it is visual or not.

ically related to subject domains. Looking at our corpora,
78% of the adjectives in the ground truth corpus were also
present in either of the visual corpora, whereas for the head
nouns this is only 57%.

The likelihood ratio and the chi-square metric give al-
most identical results, although we found the chi-square
metric easier to implement.

Computing the visualness of nouns using semantic dis-
tances in WordNet based on manually selected seed sets of
visual and non-visual words gives already satisfying results.
Judging from the lines with high coverage in Table 4, we
can improve this visual and non-visual classification by se-
lecting machine generated seed sets for both adjectives and
nouns.

Some errors could be due to the fuzziness in the con-
cept of visualness, which could be to some degree context-
dependent.

3 Relevance for information retrieval and re-
lated research

Since the early days of image retrieval, text-based ap-
proaches are common because users often express an in-
formation need in terms of a natural language utterance
[7, 21]. Especially in a Web context, text-based image re-
trieval is important given that users are acquainted with key-
word searches. [8] demonstrated the importance of content
that surround the images on Web pages for their effective
retrieval and investigated how multiple evidence from se-
lected content fields of HTML Web pages (e.g. meta tags,
description tags, passages) contribute to a better image an-
notation. Also [22] combined textual and visual evidence
in Web image retrieval. Textual context is not only useful
in retrieval, it can also assist in annotating the images or
training tools for image content recognition. Recognizing
content in images that relies on descriptions of surrounding
texts is researched, for instance, by [3, 19, 20]. [1, 2, 4, 24]
recognize image content based on textual and visual cues.
In all these state of the art examples, the textual analysis
is limited to a bag-of-words representation where terms are
often weighted with a tf x idf scheme. In text based image
retrieval where pictures or video images are searched that
have elaborate accompanying texts, a better discrimination
of the terms based on their visualness seems appropriate.
Moreover, a sequence of visual terms can pinpoint a section
in the text that describes the images. Term discrimination
based on visualness can be integrated in a vector space re-
trieval model and in probabilistic models, such as language
models (cf. [11]) and Bayesian networks.

Association techniques are popular to identify colloca-
tions of related terms in monolingual corpora [16] or for
finding term correlations across languages as was done by
[6] and [23]. Using association metrics to identify visual-



Training Corpora T α ? % A % Precision % Recall % F1 %
V !V V !V V !V V !V

flowers religion λ - 52.55 61.22 81.71 47.56 50.95 79.59 62.76 59.54
flowers religion λ .99 52.55 38.54 82.35 36.64 5.32 97.96 10.00 53.33
flowers religion χ2 - 52.55 61.22 81.71 47.56 50.95 79.59 62.76 59.54
flowers religion χ2 .99 52.55 40.49 80.65 37.20 9.51 95.92 17.01 53.61

flowers+antiques wiki λ - 0.93 47.66 83.78 35.02 31.10 86.05 45.37 49.78
flowers+antiques wiki λ .99 0.93 47.55 84.02 35.01 30.77 86.43 45.04 49.83
flowers+antiques wiki χ2 - 0.93 47.66 83.78 35.02 31.10 86.05 45.37 49.78
flowers+antiques wiki χ2 .99 0.93 44.63 82.63 33.78 26.25 87.21 39.85 48.70

flowers religion λ - 24.69 77.13 88.26 53.45 80.15 68.13 84.01 59.90
flowers religion λ .99 24.69 38.84 87.88 27.95 21.32 91.21 34.32 42.78
flowers religion χ2 - 24.69 77.13 88.26 53.45 80.15 68.13 84.01 59.90
flowers religion χ2 .99 24.69 47.38 96.55 31.88 30.88 96.70 46.80 47.96

flowers+antiques wiki λ - 1.66 57.38 85.79 38.38 48.22 80.15 61.74 51.90
flowers+antiques wiki λ .99 1.66 57.17 85.71 38.25 47.93 80.15 61.48 51.78
flowers+antiques wiki χ2 - 1.66 57.38 85.79 38.38 48.22 80.15 61.74 51.90
flowers+antiques wiki χ2 .99 1.66 56.75 86.34 38.14 46.75 81.62 60.65 51.99

Table 2. The results of detecting visual head nouns (first section) and adjectives (second section)
in the Art corpus using a dictionary built with the corpus-based approach in terms of accuracy (A),
precision, recall and F1 measure. The best results are in bold.

Cutoff ? % A % Precision % Recall % F1 %
V !V V !V V !V

.3 0.00 64.00 82.02 43.87 62.02 68.58 70.63 53.51

.3 0.00 56.22 81.13 36.67 50.15 71.22 61.98 48.41

Table 3. The results of detecting visual head nouns (first section) and adjectives (second section) in
the Art corpus using a dictionary derived from WordNet in terms of accuracy (A), precision, recall
and F1 measure. Cutoff refers to the threshold of the visualness value vis used for defining the
visualness of the term.

Training Corpora Cutoff ? % A % Precision % Recall % F1 %
V !V V !V V !V V !V

flowers religion .5 52.55 60.24 78.74 46.61 52.09 74.83 62.70 57.44
flowers+antiques wiki .3 0.93 66.71 82.67 46.42 66.22 67.83 73.54 55.12

flowers religion .3 24.69 73.00 80.00 45.21 85.29 36.26 82.56 40.24
flowers+antiques wiki .3 1.66 61.39 87.80 41.26 53.25 81.62 66.30 54.81

Table 4. The results of detecting visual head nouns (first section) and adjectives (second section) in
the Art corpus using a dictionary derived from WordNet, where the seed sets were annotated based
on the corpus-based approach in terms of accuracy (A), precision, recall and F1 measure. The best
results are in bold.

A % Precision % Recall % F1 %
V !V V !V V !V

56.79 81.82 32.97 53.73 65.59 64.86 43.88
58.86 90.23 33.73 52.17 81.16 66.12 47.66

Table 5. The visualness of the adjective modifiers is inherited by the its head noun (first line); the
visualness of the head noun is inherited by its modifier (second line): Results in terms of accuracy
(A), precision, recall and F1 measure.



ness of a term is novel, as well as the use of statistical asso-
ciation metrics in combination with WordNet knowledge.

4 Conclusions and future work

Hypothesis testing – as is done here using a likelihood
ratio for a binomial distribution and a chi-square statistic –
is valuable to determine the visualness of a term (in our case
noun or adjective), when trained on texts that are presumed
to contain visual information and texts that are presumed to
contain non-visual information. An alternative way is deriv-
ing the visualness from a lexical resource such as WordNet
based on the manual annotations of seed sets of visual and
non-visual terms. The latter method could be improved by
using the statistical corpus-based approach for seed set se-
lection and yields the best results. In future work we will
integrate our approaches in text-based image retrieval mod-
els.
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