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Abstract. This paper presents a weighting method of document an-
notations for fuzzy view-based semantic search (FVBSS). FVBSS
is a fuzzy generalization of semantic view-based search, which sup-
ports the ranking of search results according to relevance. The pre-
sented method is an extension of the #f-idf weighting method. Our
approach takes into account the semantic relations between indexing
terms and concepts which leads to more accurate and compressed
represenatation of the document and flexible information retrieval.
Our preliminary user evaluation indicates that the weighting method
presented here produces document rankings that match human judg-
ment in a promissing way.

1 INTRODUCTION

Semantic portals® [11] usually provide the user with two basic ser-
vices: 1) A search engine based on the semantics of the content [5],
and 2) dynamic linking between pages based on the semantic rela-
tions in the underlying knowledge base [6]. In this paper we concen-
trate on the first service, the semantic search engine.

One of the basic capabilities that are expected from a search engine
is the ability to rank query results according to relevance. However,
many otherwise competent semantic search engines — such as en-
gines based on the view-based search paradigm [16, 7, 10] — do not
provide this function. This follows from the fact that ontologies are
based on crisp logic whereas ranking of results requires methods of
uncertain reasoning.

To overcome this shortcoming we have created a fuzzy (FVBSS)
generalization of the semantic view-based search paradigm, which
is based on weighted document annotations [8]. FVBSS enables the
ranking of search results according to relevance. This paper devel-
ops the paradigm further by presenting an automatic method to cre-
ate fuzzy annotations from crisp ones. The fuzzy value reflects the
relevance of the annotation to the document. The method is an onto-
logical extension of the tf-idf [18] weighting method that is widely
used in information retrieval systems.

The rest of the paper is organized as follows: In section 2 the
semantic-view based search and its fuzzy extension will be de-
scribed. In section 3 the ontological extension of the tf-idf weight-
ing method will be presented. A test implementation and evaluation
will be presented in section 4 and finally, section 5 summarizes the
paper’s contributions, discusses related work and presents learned
lessons and directions for future research.
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2 VIEW-BASED SEARCH
2.1 Crisp View-Based Semantic Search

The view-based search paradigm® is based on facet analysis [13],
a classification scheme introduced in information sciences by S. R.
Ranganathan already in the 1930’s. From the 1970’s on, facet analy-
sis has been applied in information retrieval research, too, as a basis
for search. The idea of the scheme is to analyze and index search
items along multiple orthogonal taxonomies that are called subject
facets or views. Subject headings can then be synthesized based on
the analysis. This is more flexible than the traditional library classi-
fication approach of using a monolithic subject heading taxonomy.

In view-based search [16, 7, 10], the views are exposed to the end-
user in order to provide her with the right query vocabulary, and for
presenting the repository contents and search results along different
views. The query is formulated by constraining the result set in the
following way: When the user selects a category c; in a view v1, the
system constrains the search by leaving in the result set only such
objects that are annotated (indexed) in view v; with ¢; or some sub-
category of it. When an additional selection for a category cz from
another view vz is made, the result is the intersection of the items in
the selected categories, i.e., c1 M ca. After the result set is calculated,
it can be presented to the end-user according to the view hierarchies
for better readability. This is in contrast with traditional search where
results are typically presented as a list of decreasing relevance.

View-based search has been integrated with the notion of ontolo-
gies and the semantic web [10, 15, 9, 12]. The idea of such semantic
view-based search is to construct facets algorithmically from a set of
underlying ontologies that are used as the basis for annotating search
items. Furthermore, the mapping of search items onto search facets
can be defined using logic rules. This facilitates more intelligent "se-
mantic" search of indirectly related items. Another benefit is that the
logic layer of rules makes it possible to use the same search engine
for content annotated using different annotation schemes. Ontologies
and logic also facilitates semantic browsing, i.e., linking of search
items in a meaningful way to other content not necessarily present in
the search result set.

2.2 Fuzzy Semantic View-Based Search

The view-based search scheme has also some shortcomings. First,
it does not incorporate the notion of relevance. Thus, there is not a
way to rank the results according to relevance. Second, in semantic
view-based search the views are generated according to the concept

3 A short history of the parading is presented in http://www.view-based-
systems.com/history.asp



hierarchies of the ontologies. This is not always ideal from the view-
point of the end user, because the ontologies usually are created by
and for domain experts, and thus it contains concepts and structures
that might not be familiar or intuitive to a non-professional end-user.

To overcome these problems we created a fuzzy version of the
search paradigm [8]. In this paradigm 1) the degrees of relevance
of documents can be determined and 2) distinct end-user’s views to
search items can be created and mapped onto indexing ontologies and
the underlying search items (documents). The framework generalizes
view-based search from using crisp sets to fuzzy set theory and is
called fuzzy view-based semantic search.

2.2.1 The Architecture of the Framework
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Figure 1. Components of the fuzzy view-based semantic framework

The architecture of the framework is depicted in figure 1. The
framework consists of the following components:

Search Items The search items are a finite set of documents D de-
picted on the left. D is the fundamental set of the fuzzy view-based
search framework.

Annotation Ontology The search items are annotated according to
the ontology by the indexer. The ontology consists of two parts.
First, a finite set of annotation concepts AC, i.e. a set of fuzzy sub-
sets of D. Annotation concepts AC; € AC' are atomic. Second,
a finite set of annotation concept inclusion axioms AC; C ACj4,
where AC;, AC; € AC are annotation concepts and ¢,j € N,
and 7 # j. These inclusion axioms denote subsumption between
the concepts and they constitute a concept hierarchy.

Search Views Search views are hierarchically organized search cat-
egories for the end-user to use during searching. The views are
created and organized with end-user interaction in mind, and may
not be identical to the annotation concepts for professional index-
ers. Each search category SCj; is a fuzzy subset of D. In crisp
view-based search the intersection of documents related to se-
lected search categories is returned as the result set, while in fuzzy
view-based search, the intersection is replaced by the fuzzy inter-
section.

Search items related to a search category SC}; can be found by
mapping them first onto annotation concepts by annotations, and then
by mapping annotation concepts to SC;. The result R is not a crisp

4 Subset relation between fuzzy sets is defined as: AC; C AC; iff
pac; (Di) = pac; (Di), ¥D; € D, where D is the fundamental set.

set of search items R = SC1N...NSC, = {Doci, ..., Docm } as in
view-based search, but a fuzzy set where the relevance of each item
is specified by the value of the membership function mapping:

R=SC1N..NSC, = {(Doci, 1), ..., (Doc, pirm) }

In the following the required mappings are described. For a fuller
description see [8].

2.2.2  Fuzzy Annotations

Search items (documents) have to be annotated in terms of the an-
notation concepts—either manually or automatically by using e.g.
logic rules. In (semantic) view-based search, the annotation of a
search item is the crisp set of annotation concept categories in which
the item belongs to. In figure 1, annotations are represented us-
ing bending dashed arcs from Search Items to Annotation Ontol-
ogy. For example, the annotation of the item Doc2 would be the set
Apoc2 = {E, D}.

In our approach, the relevance of different annotation concepts
with respect to a document may vary and is represented by a fuzzy
annotation. The fuzzy annotation Ap of a document D is the set of
its fuzzy concept membership assertions:

AD = {(Acla Ml), aees (ACTLHU‘TL)} where Hi € (0* H

Here p; tell the degrees by which the annotated document is re-
lated to annotation concepts AC';. For example, our test dataset con-
sisted of health related documents that were annotated using the
finnish translation of Medical Subject Headings (MeSH)5 . A doc-
ument D; from that document set was given the fuzzy annotation

Ap, = {(Exercise, 0.3), (Diet,0.4) }

Based on the annotations, the membership function of each fuzzy
set AC; € AC can be defined. This is done based on the meaning of
subsumption, i.e. inclusion. One concept is subsumed by the other if
and only if all individuals in the set denoting the subconcept are also
in the set denoting the superconcept, i.e., if being in the subconcept
implies being in the superconcept [17]. Thus, applying this principle
to fuzzy sets we define the membership degree of a document D; in
AC]; as the maximum of its concept membership assertions made for
the subconcepts of AC).

VD; € D, pac, (Di) = maz(pac, (D))

where AC; C AC;.

For example, assume that we have a document D- that is an-
notated with the annotation concept Asthma with weight 0.8, i.e.
tasthma(D2) = 0.8. Assume further, that in the annotation ontol-
ogy Asthma is a subconcept of Diseases, i.e. Asthma C Diseases.
Then,

M Diseases (D2) = NAsthma(D2) =0.8

2.2.3 Fuzzy Mappings

Each search category SC; in a view Vj is defined using concepts
from the annotation ontology by a finite set of fuzzy concept inclu-
sion axioms that we call fuzzy mappings:

5 http://http://www.nlm.nih.gov/mesh/



AC; C, SC; where AC; € AC,S8C; € Vi, 4,5,k € N
and p € (0,1]

A fuzzy mapping describes the meaning of a search category SC;
by telling to what degree i the membership of a document D; in an
annotation concept AC; implies its membership in SCj. Intuitively,
a fuzzy mapping reveals to which degree the annotation concept can
be considered a subconcept of the search category. In figure 1, fuzzy
mappings are represented using straight dashed arcs.

Thus, fuzzy inclusion is interpreted as fuzzy implication. The def-
inition is based on the connection between inclusion and implication
described previously. This is extended to fuzzy inclusion as in [20, 4].
We use Goguen’s fuzzy implication, i.e.

i(pac;(Di), psc;(Di)) = 1if pso; (Di) > pac, (Dq)
else Hnsc; (Di)/NACj (Dl) VD; € D

Let us continue with the example case in the end of section 2.2.2
where we defined the membership of document D, in the annotation
concept Diseases. Assume that we want to define a search category
Food and Diseases that will give the user information about the rela-
tion of diseases to food.

As part of the category definition we would create a fuzzy mapping

Diseases Cg.1 Food and Diseases

Based on this fuzzy mapping, the membership degree of the doc-
ument D1 in Food and Diseases is

l”’FOOd andDiseases(Dl) = HUDiseases (Dl)*Ol = 0.8%0.1 = 0.08

A search category SCj is the union of its subcategories and the
sets defined by the fuzzy mappings pointing to it. Fuzzy mappings
can be created by a human expert or by an automatic or a semi-
automatic ontology mapping tool.

Mappings can be nested. Two fuzzy mappings M, = AC; C,
SCjand M> = AC; C, SC; are nested if AC; C AC}, i.e., if they
point to the same search category, and one of the involved annotation
concepts is the subconcept of the other. In this case the more specific
mapping is relevant for a document when computing its membership
in the search category SCj.

It is also possible to map a search category to a Boolean combi-
nation of annotation concepts. In this cases the membership func-
tions of these boolean concepts are calculated according to the fuzzy
union, intersection and negation operations.

2.2.4 Performing the Search

In view-based search the user can query by choosing concepts from
the views. In crisp semantic view-based search, the extension E of a
search category is the union of its projection P and the extensions of
its subcategories S;, i.e. E = P U S;. The result set R to the query
is simply the intersection of the extensions of the selected search
categories R = (] E; [9].

In fuzzy view-based search we extend the crisp union and intersec-
tion operations to fuzzy intersection and fuzzy union. Recall, from
section 2.2.3 that a search category was defined as the union of its
subcategories and the sets defined by the fuzzy mappings pointing

to it. Thus, the fuzzy union part of the view-based search is already
taken care of. Now, if £ is the set of selected search categories, then
the fuzzy result set R is the fuzzy intersection of the members of F,
ie. R=SCiN..NSC,, where SC; € E.

Using Godel’s intersection [24], we have:

pr(Dr) = min(uscy (Dk), ..., psc, (Dr))VDy € D

As a result, the answer set R can be sorted according to relevance
in a well-defined manner, based on the values of the membership
function.

3 AUTOMATIC CREATION OF FUZZY
ANNOTATIONS

We created the fuzzy annotations with an ontological extension of
the tf-idf weighting method. In the following first the tf-idf weight-
ing method is described and then our ontological extension of it is
presented.

3.1 Tf-idf

The tf-idf [18] (term frequency - inverse document fequency) weight-
ing method is often used in information retrieval. It is a statistical
technique to evaluate how important a term is to a document. The
importance increases proportionally to the number of times a word
appears in the document but is offset by how common the word is in
all of the documents in the document collection. Tf-idf is often used
by search engines to find the most relevant documents to a user’s
query. There are many different formulas used to calculate tf-idf. A
widely used formula that calculates a normalized tf-idf weight® is
presented below. The formula gives values between O and 1.

The term frequency ¢ ft, Doc g of term ¢; in a document Doc; gives
a measure of the importance of the term within the document. In the
formula that we used ¢ f¢; Doc; is simply the number of occurrences
of t; in Doc;.

The inverse document frequency idf is a measure of the general
importance of the term. In the formula that we used idf;, is the nat-
ural logarithm of the number of all documents IV divided by df;, —
the number of documents containing the term ¢;, i.e.

. N
idfy, = log(@

The normalized tf-idf weight of the term ¢; in document Doc; is
tftiDac]- * detz

\/Z?il (tftiDOCj * detz )2

where M is the number of terms in Doc;. A high weight in tf-idf
is reached by a high term frequency in the given document and a low
document frequency in the whole collection of documents.

lf_idﬁiDocJ-

3.2 Ontological Extension of tf-idf

We extended the tf-idf weighting method so that it can be used
to weight existing crisp document annotations. Recall from chap-
ter 2.2.2 that a crisp annotation of a document Doc; is the set
Apoc; = {ACh, ..., ACy}, where ACh, ..., AC)y, are concepts of

6 See, http://www.sims.berkeley.edu:8000/courses/is202/f05/LectureNotes/202-
20051110.pdf



the annotation ontology. The weighting is done based on the tex-
tual content of the document and the description of each concept
ACh, ..., ACy, in the ontology.

The main idea is that instead of calculating the importance of each
word to a given document Doc; we calculate the importance of each
concept in Apoc; to the document. The weighting of the annotation
of Doc; is done as follows:

1. Asetof words Wac, is created for each concept in Apoc e The set
is the union of the labels of AC); and the labels of the subconcepts
of AC}; in the ontology.

2. The term frequency t fac; Doc y for each AC; in Doc; is counted.
This is done by reading (automatically) through Doc; and each
time that a word that belongs to the set Wac, is encountered
tfac, Doc; is increased by one. The counter starts from 1, thus
if there are no occurrences of AC; in Doc;y, then t fac; Doc; = 1.
This is to recognize the fact that if a document is annotated using
AC; then AC; is relevant to the document even if the content does
not speak of AC} directly.

3. The number of documents annotated with ACj;, i.e. dfac, is
counted.

Now

. N
idfac, = log(%

where N is the number of documents in the collection, and
tfac;poc; * idfac,

VN (Fac,oc, *idfac,)?

where M is the number of concepts in Apoc =

The ontological extension of tf-idf presented above offers some
benefits when compared to traditional tf-idf. The benefits are a re-
sult of the utilization of the structure of the annotation ontology.
First, terms that are expressions of the same concept are detected.
Thus they can be represented using a single concept identifier and
the representation of the document content is compressed. Second,
the concept hierarchies enable a better query answering. For exam-
ple, the system knows that documents about dogs are relevant to a
query about animals.

l“f_ideCiDocj =

4 TEST IMPLEMENTATION AND
EVALUATION

We implemented the representation of ontologies, annotations and
search views using RDF [1]. The algorithms were implemented using
Java’ and its Semantic Web Framework Jena®. Next we will describe
the document collection, the ontology and the search views of our
test implementation and then a preliminary evaluation of the method
will be presented.

4.1 Document Collection and Ontology

Our document set consisted of 163 documents from the web site of
the National Public Health Institute’ of Finland (NPHI).

As an annotation ontology we created a SKOS [2] version of Fin-
MeSH, the Finnish translation of MeSH. The fuzzy annotations were

7 http://java.sun.com
8 http://jena.sourceforge.net
9 http://www.ktl.fi/

created in two steps. First, an information scientist working for the
NPHI annotated each document with a number of FinMeSH con-
cepts. These annotations were crisp. Second, the crisp annotations
were weighted using an ontological extension of tf-idf described
above. The search views with the mappings were designed and cre-
ated by hand.

4.2 Evaluation

The main practical contribution of our framework in comparison to
crisp view-based search is the ranking of search results according
to relevance. A preliminary user-test was conducted to evaluate the
ranking done by the implementation described above. The test group
consisted of five subjects.

The test data was created in the following way. Five search cat-
egories were chosen randomly. These categories were: Diabetes,
Food, Food Related Diseases, Food Related Allergies, and Weight
Control. The document set of each category was divided into two
parts. The first part consisted of the documents who’s rank was equal
or better than the median rank, and the second part consisted of doc-
uments below the median rank. Then a document was chosen from
each part randomly. Thus, each of the chosen categories was attached
with two documents, one representing a well ranking document, and
the other representing a poorly ranking document.

The test users were asked to read the two documents attached to
a search category, e.g. Diabetes, in a random order, and pick the one
that they thought was more relevant to the search category. This was
repeated for all the selected search categories. Thus, each tested per-
son read 10 documents.

The relevance assessment of the test subjects were compared to
the ordering done by our implementation. According to the results
every test subject ordered the documents in the same way that the
algorithm did.

5 DISCUSSION

This paper presented an ontological extension to the widely used
tf-idf weighting method. It was designed to enable the automatic
weighting of crisp document annotations based on the textual con-
tent of each document and the conceptual information of the ontol-
ogy. The ontological tf-idf method evaluates the importance of the
annotation concept to the document.

5.1 Contributions

The main benefits of the method when compared to the traditional tf-
idf method are: First, terms that are expressions of the same concept
can be represented using a single concept identifier which results in
a compressed representation of the document content. Second, the
concept hierarchies of the ontologies can be utilized to enable better
query answering.

We integrated the method to our FVBSS framework as a way to au-
tomatically create fuzzy annotations from crisp annotations. FVBSS
enables the ranking of search results according to query relevance in
view-based semantic search. A prototype implementation and its ap-
plication to a data set in semantic eHealth portal was discussed and
evaluated.

5.2 Related Work

The fuzzy semantic view-based search framework presented in this
paper generalizes the traditional view-based search paradigm [16, 7,



10] and its semantic extension developed in [10, 15, 9, 12]. Fuzzy
reasoning [22] has been used before in IR but to our knowledge not
with (semantic) view-based search.

We have applied the idea presented by Straccia [20] in his fuzzy
extension to the description logic SHOIN(D) and Bordogna [4] of
using fuzzy implication to model fuzzy inclusion between fuzzy sets.
Also other fuzzy extensions to description logic exist, such as [19,
14].

Zhang et al. [23] have applied fuzzy description logic and infor-
mation retrieval mechanisms to enhance query answering in seman-
tic portals. Their framework is similar to ours in that both the tex-
tual content of the documents and the semantic metadata is used to
improve information retrieval. However, the main difference in the
approaches is that their work does not help the user in query con-
struction whereas the work presented in this paper does by providing
an end-user specific view to the search items.

Akrivas et al. [3] present an interesting method for context sen-
sitive semantic query expansion. In this method, user’s query words
are expanded using fuzzy concept hierarchies. An inclusion relation
defines the hierarchy. The inclusion relation is defined as the com-
position of subclass and part-of relations. Each word in a query is
expanded by all the concepts that are included in it according to the
fuzzy hierarchy.

In [3], the inclusion relation is of the form P(a,b) € [0, 1] with
the following meaning: A concept a is completely a part of b. High
values of the P(a, b) function mean that the meaning of a approaches
the meaning of b. Thus, the difference to our work is that the inclu-
sion relation in in the fuzzy hierarchy of [3] is crisp, whereas in our
fuzzy mappings the inclusion relation itself is fuzzy.

Widyantoro and Yen [21] have created a domain-specific search
engine called PASS. The system includes an interactive query refine-
ment mechanism to help to find the most appropriate query terms.
The system uses a fuzzy ontology of term associations as one of the
sources of its knowledge to suggest alternative query terms. The on-
tology is organized according to narrower-term relations. The ontol-
ogy is automatically built using information obtained from the sys-
tem’s document collections. The fuzzy ontology of Widyantoro and
Yen is based on a set of documents, and works on that document
set. The automatic creation of ontologies is an interesting issue by
itself, but it is not considered in our paper. At the moment, better
and richer ontologies can be built by domain specialists than by au-
tomated methods.

5.3 Lessons Learned and Future Work

The ontological extension of the tf-idf weighting method proved to
be rather straight forward to design and implement. Our preliminary
evaluation of ranking search results with the framework were promis-
ing. However, the number of test subjects and the size of test data set
was still too small for proper statistical analysis.

Our framework did get some inspiration from fuzzy versions of
description logics. We share the idea of generalizing the set theoretic
basis of an IR-system to fuzzy sets in order to enable the handling of
vagueness and uncertainty. In addition, the use of fuzzy implication
to reason about fuzzy inclusion between concepts is introduced in the
fuzzy version [20] of the description logic SHOIN(D). However, the
ontologies that we use are mainly simple concept taxonomies, and in
many practical cases we saw it as an unnecessary overhead to anchor
our framework in description logics.

Furthermore, the datasets in our Tervesuomi.fi eHealth portal case
study are large. The number of search-items will be probably be-

tween 50,000 and 100,000, and the number of annotation concepts
probably between 40,000 and 50,000. For this reason we wanted
to build our framework on the view-based search paradigm that has
proven to be scalable to relatively large data sets. For example, the
semantic view-based search engine OntoViews was tested to scale up
to 2.3 million search items and 275,000 search categories in [12].
The fuzzy generalization adds only a constant coefficient to the com-
putational complexity of the paradigm.

In the future we intend to implement the framework with a larger
dataset in the semantic Tervesuomi.fi eHealth portal and test it with
a larger user group. The fuzzy framework will be attached to the
OntoViews tool as a separate ranking module. Thus, there is not a
need for major refactoring of the search engine in OntoViews.

In addition we intend to apply the framework to the ranking of the
recommendation links created by OntoDella, which is the semantic
recommendation service module of OntoViews.
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