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Selecting Methods 

• k-Random Classifier

• Exhaustive Disjoint Subspacing
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Classifier i
Words x,y and z
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LINEAR DISCRIMINANT ANALYSIS 7

• Lots of math

• Provide posterior probabilities 
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• Python 2.7 
• Numpy
• Scikit Lern
• Provided LDA with posterior probability
• Provided a tokenizer for words 

Dataset:
Vima- Dataset
Greek newspapers 2 x 10 authors with 10 training
and 10 test text each 
average length: 866.8 and 1148.2 words 
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set. In other words, 1 out of 3 features is not used at all in a kRC ensemble (recall that the 
number of base learners was set equal for both methods). Therefore, the richer the feature 
set, the more accurate the AA ensemble. This confirms the conclusion drawn by other 
researchers that all words are important for text categorization tasks18. 

To further illustrate the difference between kRC and EDS, let’s increase the number 
of base classifiers that constitute the kRC ensemble for m=2 while maintaining the same 
for the EDS ensemble. In particular, if we use double base classifiers for kRC (that is, k = 
2n/m) and check the performance over 50 tries, the classification accuracy is 86% for GA 
and 98% for GB, that is, still lower than that of the corresponding EDS model (90% and 
99%, respectively). Despite doubling k in the kRC ensemble, 87% (in average) of the 
features were used at least once in the base classifiers. That is, a significant (but smaller 
than before) part of the feature set was not taken into account. 
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Figure 2. Classification accuracy for the EDS ensemble (m=2) and the SVM classifier for various feature 
set sizes on GA (up) and GB (down).  

EDS SVM

EDS SVM

Feature set size : 1000
Subset length : 2
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method. In this model, each individual feature is used at random (it may be included 
either in many subsets or none). 

• Exhaustive Disjoint Subspacing (EDS): The feature set Wn is randomly divided into 
equally-sized disjoint subsets of size m. Each subset is used to build a base learner. 
The base classifiers are combined according to a predefined combination method. In 
this model, each individual feature is used exactly once and n/m (integer division) 
distinct base classifiers are built. 

These two models were tested on both GA and GB for n=1,000 (i.e., using 1,000 
most frequent words of the training corpus to represent the texts) and different feature 
subset sizes (m=2,3,5,10,15,20,25, and 30). In each case, equal number of base classifiers 
was used for the two methods (i.e., k=n/m). Figure 1 shows the average ensemble 
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Figure 1. Classification accuracy results on GA (up) and GB (down) for EDS and kRC ensembles 
(n=1000) with different values of feature subset size (m). All measures averaged over 50 tries with 
standard error bars. SVM performance is also indicated for comparison purposes. 
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For n = 1000, m=2

corpus kRC Ensemble
Double k

ESD Ensemble

GB In paper 98% 99 %
GB 87% 92 %
GA In Paper 86% 90 %
GA 75% 83%
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• Finding an appropriate machine learning library 

• Python: whitespace can cause errors 

• Focus on the simple models not on the stacked ones 



Advantages and Disadvantages 

Advantages

u Language Independent

u Good performance even  with  
text shorter then 1000 words 

Disadvantages

u For large feature sets and subsets 
the possible feature groupings 
grow exponential  and Training 
time as well 

u Cannot solve the open-class 
Problem, occurs when the author 
is not in the training set 

u Not independent from the number 
of training texts per author 
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