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Abstract.
has acquired relevance in the Information Retrieval arehiahe-
comes more complex when the plagiarism is made in a multihg
panorama, where the original and suspicious texts areewritt dif-
ferent languages. From a cross-lingual perspective, drehent in
one language is considered a plagiarism of a text in ancdingulage
if their contents are considered semantically similar natendahey
are written in different languages and the corresponditagion or
credit is not included.

Our current experiments on cross-lingual plagiarism asislgre
based on the exploitation of a statistical bilingual dictioy. This
dictionary is created on the basis of a parallel corpus wbattains
original fragments written in one language and plagiarigadions
of these fragments written in another language.

The process for the automatic cross-lingual plagiarisnyaisa
based on the statistical bilingual dictionary has showndgasults
and we consider that it could be useful also for the crogpfthnear-
duplicate detection task.

1 INTRODUCTION

and Paolo Rossb and David Pinto>2 and Alfons Juan3

The automatic detection of plagiarism is a task that2 PRELIMINARY APPROACH(ES) IN

CROSS-LINGUAL PLAGIARISM ANALYSIS

Some efforts have been made in other research directiohsdblal
be useful for this task. There have been developed, for ebeamp
some methods for the automatic acquisition of translateul pegjes
[9], based on the search of hyperlinks containing stringhetkind
“Spanish version” in order to download all the language io&1s of
a given page. Although these cases cannot be considerégdrgay
the method could be useful in order to retrieve some instafurehe
training phase when dealing with cross language plagiaaisatysis.

In [8] it has been proposed a method based on a thesaurus. In or
der to search document translations they have used the &uifde-
sauru$ to decide whether a document is near to another one in a dif-
ferent language or not. As the authors point out, this amrcauld
be useful in the plagiarism analysis, of course if a goodahess is
available.

The automatic plagiarism analysis may be classified intorham
approaches: one with a reference corpus [10, 3] and one wtitho
which is also known as intrinsic plagiarism analysis [5,.1fh]the
first case, the idea is to compare fragmenty 6f a suspicious doc-
ument Q) with fragmentsy; of documents in a reference corpus

Nowadays people enjoy an easy access to a wide range of mform (C) which is composed by original documents, in order to fincsého

tion in multiple languages via the World Wide Web. Unfortteig,
this “free access” to the information has caused a big tetiopta
the plagiarism, also from one language to another one. Ireseay,
cross-lingual plagiarism analysis is related to crosgtlal informa-
tion retrieval [6, 4]. In fact, the aim is to retrieve thosagments that
have been plagiarised in a language with respect to the dagiealty
employed.

In this paper we present an approach to the task of crossding

plagiarism analysis based on the exploitation of a stasikhilingual
dictionary, commonly used in the automatic machine trdimsiaand
cross-language infomation retrieval tasks [1, 4, 6].

The rest of the paper is organised as follows. Section 2 itescr
some of the current work in the task of cross-lingual plagiaranal-
ysis. Section 3 introduces the definition and estimatiogss of the
model used in order to create the statistical bilingualidinzry. Sec-
tion 4 gives a description of the preliminary experimentsied out.
Finally, Section 5 includes discussion and future work.
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similar fragments that could be considered plagiarisedhénother
case the objective is the same, but the idea is to look foatiaris
through the text of the suspicious documeit ) -like syntax, gram-
matical categories use and content complexity- and do nolbitx
any reference corpus.

The state of the art in automatic plagiarism analysis allmde-
tect word by word plagiarism, even if fragments have beenimod
fied. However, to our knowledg€ross-Lingual Plagiarism Analysis
(CLiPA) nearly has been explored in the litherature.

The authors of [7] propose a method based on three main steps.
Given a suspicious documeditand a reference corpis in a differ-
ent language, the first step consists in retrieving a sulisetalidate
documents fronC' which could be sources of the plagiarised frag-
ments of the documenti. Then a semantic analysis is done among
the sections ofl and each:; € C'. Finally, the similar sections are
analysed in order to filter those cases where a proper citéidis
been made. Authors are currently working on the improvenoént
the analysis step.

3 THE STATISTICAL MODEL

In this section we describe the statistical model (Subise& 1) and
the Expectation Maximisation method for the estimatiorhefprob-

4 http://europa.eu/eurovoc/



abilities of the bilingual dictionary (Sub-section 3.2i3 bilingual
dictionary is the core of the CLiPA system used in this reseamork.

3.1 Model Definition

Letx1,z2,- - - xv be fragments conforming a suspicious téxin a
certain language, and lgt, y2, - - - , yw be a collection oV orig-
inal fragments in a different language (the reference @rdiet X’
and) be their associated vocabularies, respectively.

Given the suspicious fragment € V, our objective is to find
the most similar original fragmeny, € W. The obtained relations,
could be the original and plagiarised pairs. In order to ds, tive
have followed a probabilistic approach in which the mostilsim
original fragment is computed as the most probable givdre.,

argmax p(y|z)

yi (z) =
Y=Y1, YW

In this work, p(y | ) is modelled by using the well-known 1BM
alignment model 1 (IBM-1) for statistical machine translat[1, 2].
This model assumes that each word in the reference segypest
connected to exactly one wairlthe suspicious fragment;. Also, it
is assumed thaj, has an initial “null” word to link it to those words
in z; with no direct connexion.

Formally, a hidden variable = aiaz---ay, is introduced in
order to reveal, for each positianin y;, the suspicious fragment
word positiona; € {0,1,...,|z|} to which it is connected. Thus,

>

acA(z,y)

@)

p(y|z) = p(y,a|x) 2

Note that this model is governed only bystatistical dictionary
O={p(wv), forallv € X andw € Y}. The model assumes that
the order of the words in the suspicious fragment is not irgoar
Therefore, each position in a original fragment is equédkgly to
be connected to each position in the suspicious one. Althdhig
assumption is unrealistic in machine translation, wendbactually
perform any translation and we consider that the IBM-1 maslel
well-suited for approaching cross-lingual plagiarismlgsia.

3.2 Maximum Likelihood Estimation

It is not difficult to derive an Expectation-MaximisationNE algo-
rithm to perform maximum likelihood estimation of the ssétal
dictionary with respect to a collection of training samp(e§ Y) =

{(z1,v1),.--, (z~n,yn)}. The(incompleteJog-likelihood function
is:
N
©) => 10g > p(Yn, anlzn) ©)
n=1 an
with
1 lynllzn|
P(Yn,s anln) = 7——7— P(Yni | zni)*"  (10)
(|wn| + 1)lynl et 3
where, for convenience, the alignment variable,, €
{0,1,...,|zx|}, has been rewritten as an indicator vector; =

(@nioy- - - 4Gnijz,|), With 1 in the suspicious fragment position to

whereA(z,y) denotes the set of all possible alignments betweerwhich it is connected, and zeros elsewhere.

x andy. Thealignment-completegrobability p(y, a | z) can be de-

composed in terms of individuaj;, position-dependent probabilities assumes that the hidden (missing) alignments . .,

as:

|y

pruaL'al Y 177 )

\y\

— I ptailaiwi
=1

In the case of the IBM-1 model, it is assumed thats uniformly
distributed

(©)

p(y,alx) =

©)p(yilai,yitw)  (4)

1
|x| + 1

plailai™yi o) = (5)

and thaty; only depends on the query word to which it is con-

nected

p(yilat,yi " 2) = p(yi | za,) (6)

By substitution of (5) and (6) in (4); and thereafter (4) in, (&e
may write the IBM-1 model as follows by some straightforward-
nipulations:

|y

p(ylz) = Z H |_|_1 p(yi | Ta,) (7)
a€A(z,y)i=1
lyl |zl
1

i=1j=

The so-calleccompleteversion of the log-likelihood function (9)
ay are also
known:

N
L£(®) = 10g p(yn, anlzs)

n=1

(11)

An initial estimate for®, © | is required for the EM algorithm
to start. This can be done by assuming that the translatiaiveyili-
ties are uniformly distributed; i.e.,

YO = —wexwey

1|
After this initialisation, the EM algorithm maximises (Yefa-

tively, through the application of two basic steps in eaehaition:

the E(xpectation) step and the M(aximisation) step. Ataiien k,

the E step computes the expected value of (11) given the aaser

(incomplete) data(X,Y’), and a current estimation of the parame-

ters,® ™ This reduces to the computation of the expected value of

p(w|v (12)

Anij:

® _ _ P(Yni|zn;)™
" S (s | 2y

Then, the M step finds a new estimate@®f® **1) | by maximis-
ing (11), using (13) instead of the missing;;. This results in:

(13)

n Tn k
>, S sl 6l 5 (yni,

Zw’ Zn Z\yn\ Z“Ln‘ (k) 8 (Yni,

nzj

w) §(Tnj,v)

w') §(Tnj,v)
(14)

P(w|v)(k+1)




p(w [v)*)
Zn Z]‘

s p(w ]| wnj/)(k>

‘zy:nl‘ Z‘f:no‘ 5(ynz, w) 6($7LJ'7 U)

2 S (i w) 8, v)
(15)
forallv € X andw € Y; whered(a,b) is the Kronecker delta
function; i.e.,0(a,b) = 1if a = b; 0 otherwise.

p(w’ | v) )

Zw, Zn Zj/ p(w’ | l'nj/)(k)

4 PRELIMINARY EXPERIMENTS

We have carried out some preliminary experiments by selgdive
document fragments from one author of the information eedii
area. The aim of this experiment was to obtain a personatidied
gual statistical dictionary which may be used to perform athar-
focused CLiPA. The five original fragmentg; ...y are the follow-

ing:
y1 Plagiarism analysis is a collective term for computed-lghsesth-

ods to identify a plagiarism offence. In connection witht toc-
uments we distinguish between corpus-based and intrinst a

Table 1. Jaccard distance/§) for human plagiarisedh;) and machine
translation ¢;) fragments fory1

| hi ks hs  ha hs  he  hr  hs  ho

ty | 050 058 058 050 052 0.74 058 044 0.37
to | 054 059 048 045 052 073 052 041 041
t3 | 051 060 060 054 051 075 061 045 043
ty | 056 064 060 056 054 076 063 0.48 0.43
ts | 0.67 074 073 070 0.66 0.78 0.67 0.65 0.63

Table 2. Jaccard distance/§) for human plagiarisedh;) and machine
translation ¢;) fragments fory3

hy ha h3 hy hs he hz hg hy

ty | 047 070 059 055 048 069 056 049 053
to | 046 064 056 051 053 068 057 048 0.55
t3 | 049 072 058 054 056 0.71 060 054 058
t4 | 049 069 056 051 056 071 060 051 0.55
ts | 064 081 067 066 062 084 070 0.66 0.61

In general, the complete corpus is made up of the followinxg te

ysis: the former compares suspicious documents against af se fragments:

potential original documents, the latter identifies potaity pla-
giarised passages by analysing the suspicious documemtrevit
spect to changes in writing style.

y2 Plagiarism is the practice of claiming, or implying, origihau-
thorship of someone elses written or creative work, in wholi@
part, into ones own without adequate acknowledgement.

i Five original fragments written in English by a unique autho
il Nine human simulated plagiarisms for each original fragmen

iii Five automatic machine translations for each originalrfragt
iv Fourty six unplagiarised (independent) fragments aboeitplh-

giarism topic originally written in Spanish language

y3 A cluster algorithm takes a set D of objects as input and opera We have splitted the complete corpus into two datasetsiitigi

tionalizes a strategy to generate a clustering C. Informathted,
the overall objective of a cluster algorithm is to maximike in-
nercluster similarity and to minimise the intra-clustemsiarity.

ya Near-duplicate detection is mainly a problem of the Worldi&Vi

and test. The training dataset, which is used to constrecsttisti-
cal bilingual dictionary, is made up of 50 pairs composedriioal
fragments and their corresponding plagiarised versiohe. plagia-
rised versions were those obtained by 3 MT and 7 HS plagiarism

Web: duplicate Web pages increase the index storage space &f the test dataset, we employed 46 Unplagiarised Text Featsn
search engines, slow down result serving, and decreaseethe r (UT'F) distributed as follows: 20 text fragments obtained by fewr

trieval precision

ys Intrinsic plagiarism analysis deals with the detection tdgia-
rised sections within a document d, without comparing d toaex
neous sources

For each original text fragment, we have constructed plagid
cases based on two approaches: Machine Translation (MTiHand

man Simulated (HS). In the former approach, we have useddipe p
ular on-line translatoPs whereas for the latter nine different people

have “plagiarised” each original fragment written in Esblto frag-
ments in Spanish.
In order to show the similarity between the plagiarised rinagts

based on the human process and on automatic machine tramslat
we show the Jaccard distance of the MT and HS pairs of plagidri

fragments in Tables 1 and 2, corresponding to the origiagirfrents
y1 andys, respectively.

In both tables we can see that there is an important differbee
tween MT and HS plagiarisms. Additionally, consideringyonhe

row, t; from Table 1 for example, we can see that there are signifi

cant differences between the HS plagiarisms simply conisigi¢he

Jaccard distance with respecttoor any of the other MT plagiarised

fragments. The same behaviour fact can be appreciatedddviih
plagiarisms fixing one HS column.

5 Freetranslationwww. freetranslation.com)
Google www.google.com/language_tools)
Worldlingo (www.worldlingo.com)

Systran (vww.systransoft.com)
Reverso (pww.reverso.net)

ing the same original concept, but mostly with other woild$ ¢ ),
and 26 text fragments without any relation with the one ofdhigi-
nal text fragments{(T"F»)®.

In order to verify the similarity among the text fragmentstioé
test dataset, we have represented each text by using tfee spece
model and, thereafter, we calculated the cosine of the aiityil
among them. We were particularly interested in observimgsim-
ilarity arithmetic mean obtained only among the Plagiati3ext
Fragments (PTF), of the same original fragment. This in iotde
confirm that those texts are similar enough and, at the same ti
they are different enough to be considered as a challengeedver,
we also calculated the arithmetic mean of the similarityMeen the
plagiarised vs. unplagiarised text fragments. The obthigsults are
shown in Table 3. We may observe that the plagiarised doctamen
obtained an average 6f44 which we consider to be good for the
purposes of this preliminary investigation. The unplaged docu-
ments obtained instead, very low average of similarity.

We compute the probability(y|z) of each original text fragment

‘given a suspicious one of the test subcorpus, on the badie cta-

tistical bilingual dictionary that we have obtained durthg training
phase (Section 3). The entire process of the experimentssrated
in Figure 1.

We have conducted experiments in order to define the number of
necessary iterations of the EM algorithm. We have calcdlatkn-
gual dictionaries withk = {10, 20, - - - , 100} wherek is the number

6 Our CLiPA corpus is freely available at

www.dsic.upv.es/grupos/nle/downloads.html
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Figure 1. Experiment description (including training and test)

Table 3. Analysis of similarities for the test dataset

Similarity  Minimum  Maximum
Fragment-Fragment average similarity similarity

PTF-PTF 0.447 0.153 0.929
PTF-UTFy 0.089 0.002 0.344
PTF-UTF; 0.028 0.002 0.133

P@1

of iterations in the EM algorithm. We are only interested efia-
ing a good number of iterations for the training phase. Wesictan
the training phase good enough when the association piibdta-
tween the original fragmeny; and its plagiarised one; is greater
than the probability obtained with any other text fragmenti. e.,
when it is fulfilled the following condition:

p(yilzi) > pyslei) Vi # i (16)

We have used a variation of the Precision measBrecision at
1 (P@1)’. Figure 2 shows the behaviour f@1 for different EM
iterations. In agreement with [6], we have considered a mawi
number of 100 iterations in order to avoid over-training.

In Figure 2 we can observe that tl&Q1 value reaches a cer-
tain stability after 60 iterations. The preliminary resudire interest-
ing and they encourage to further continue in this reseaireltibn.
However, the results need to be validated in the future orggebi
corpus.

In order to obtain a discrimination of the good candidateshave
tested different threshold values. Figure 3 shows the hetawf
the F-measure based on different thresholds. The curve in this fig
ure must be analysed from right to left. In the highest vahiethe
threshold, theF'-measure is low due to the fact that Recall is near
to zero. Meanwhile the threshold descends, more actuaiapised
fragments are considered and the F-measure is incremdttethest
value is obtained whefihreshold = 4.31x10~° where a good part
of the real plagiarised fragments have a probability of elaetected
as plagiarised that is little higher than the threshold @alfter this
peak, both precision and F-measure decrease. This is tharady
we opted for using this value as threshold for whieh= 1 and
R = 0.8 (F-measure6.8R).

In order to clarify the obtained results, we consider théofeing
three Spanish text fragments. The first two are examplesagfigl
rised fragments in Spanish g§ andy:, respectively. The third one
is an example of unrelated text.

F-measure

7 In P@1 only the best ranked item in the output is considerethipreci-
sion calculation.
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Figure 2. P@1 with different EM iterations
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Figure 3. F-measure for different threshold values




1

El analisis del plagio intrinseco tiene que ver con la detén

de secciones plagiadas de un documento d, sin comparar d 0851

fuentes externas

El analisis del plagio es un término colectivo para que laston
dos computar-basados identifiquen una ofensa del plagin.r&o
specto a documentos del texto distinguimos entre el agabs
copilacion-basado e intrinseco: el anterior compara doentos
sospechosos contra un sistema de documentos originalea-pot

Y3

References of the Original Text Fragments
Preface of the Proc. of the International Workshop on PiagraAnalysis,
Authorship Identification , and Near-Duplicate Detecti®AN 2007).

2 Introduction of the lecture on "Technology for Plagiarismalysis” given
by Benno Stein at the UPV in March of 2008.

B. Stein and M. Busch. 'Density-based Cluster Algorithms Liow-
dimensional and High-dimensional Applications’. Steind &eyer zu Eis-
sen (eds.), 2nd Int. Workshop on Text-Based Informationi®et (TIR

05), Germany 45-56, (2005).
See reference af .

B. Stein and S. Meyer zu Eissen. 'Intrinsic Plagiarism Asayvith Meta
Learning’. SIGIR Workshop on Plagiarism Analysis, Authuaps Iden-
tification, and Near-Duplicate Detection (PAN ONetherlands 45-50,

ciales, el Gltimo identifica pasos potencialmente plagmadnal-
izando el documento sospechoso con respecto a cambioslen est*
de escritura. Y5

z1 Hipotesis La perplejidad de un fragmento perteneciente s+

critor con respecto a otro, sera mayor que la de dos docuagent (2007).
escritos por el mismo autor. Aquellos parrafos que tengagan
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We believe that this approach is not only useful for the cross
lingual plagiarism analysis, but for the near-duplicatalgsis too.
As further work, we would like to validate the results we dbéal
in this preliminary experiment on a bigger corpus. Unfostaty, the
construction of a cross-lingual corpus with the requiredrahbter-
istics, in size and quality, seems to be by itself a suffityediffi-
cult task which makes cross-language plagiarism analysis eore
challenging.
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